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Abstract

This work investigates the application of photon mapping to model environmental acoustics. The resulting acoustic sonel mapping technique is a Monte-Carlo based approach that can be used to model acoustic environments while accounting for diffuse and specular acoustic reflections as well as diffraction effects. This modeling is performed in an efficient manner in contrast to available deterministic techniques. The sonel mapping approach models many of the subtle interaction effects required for realistic acoustical modeling.
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Chapter 1

Introduction

In our natural surroundings we hear sounds from different locations, from different distances and after they have interacted with a variety of objects. We are capable of distinguishing individual sounds by pitch, tone, loudness, and by their location in space. Our ability to extract spatial information from the sounds we hear provides us with detailed information about our surroundings, assisting us in determining both the distance to and direction of objects. Furthermore, hearing serves to guide our more finely tuned visual attention system, thereby easing the burden on the visual system. The spatial sounds that are present in our environment provide us with detailed information regarding our surroundings and at times are crucial to our survival.

Given the importance of spatial hearing to humans, incorporating spatialized sound cues in realistic simulations such as immersive virtual environments seems obvious. In fact, doing so can be beneficial for a variety of reasons. Spatial sound cues can add a better sense of “presence” or “immersion”, they can compensate for poor visual cues (graphics), lead to improved object localization and, at the very least, add a “pleasing quality” to the simulation. Martens and Woszczyk describe a set of human-centered guidelines that focus on enhancing the user’s sense of presence in an interactive virtual acoustical environment. As a consequence, sound has been incorporated into a variety of human-machine interfaces to convey alarms, warnings, status information and messages. Foley sounds, associated with particular visual imagery such as footsteps, a door opening, glass breaking, a ball bouncing etc. are added to the post production of animations, films and computer games. Although the inclusion of such sounds can lead to greater realism and quality, in contrast to the sounds present in our natural surroundings such sounds typically lack spatial information. In fact, spatial sound cues are often overlooked by the majority of immersive virtual environments where historically, emphasis has been placed on the visual senses instead. Furthermore, when present, the spatial sound cues that are present do not
necessarily reflect natural cues. Many systems that do convey sound information do so poorly, typically assuming that all interactions between a sound wave and objects/surfaces in the environment are specular reflections, despite that in our natural settings, acoustical reflections may be diffuse and there may also be diffractive and refracted components to the sounds we hear as well. Failure to accurately model all these phenomena leads to a decrease in the spatialization capabilities of the system, ultimately leading to a decrease in performance and a decrease in presence or immersion [175].

Simulating the propagation of sound through an environment, from the time it is emitted from a sound source until the time it reaches a receiver while interacting with any objects/surfaces it may encounter, is known as acoustical modeling. In addition to virtual environments and virtual reality in general, there are many applications for which acoustical modeling is beneficial. These include the design or refurbishment of acoustical concert halls, auditoria and public buildings (e.g., offices), where the primary goal is to provide optimum speech intelligibility and sound quality [180]. For such applications, acoustical modeling allows the concert hall, auditorium etc. to be “heard” via virtual acoustical rendering and problems diagnosed and addressed prior to physical construction, potentially leading to tremendous cost savings and reduced construction time.

Collectively, “the process of rendering audible, by physical or mathematical modeling, the sound field of a sound source in space, in such a way as to simulate the binaural listening experience at a given position in the modeled space” is known as auralization [95]. The goal of auralization is to recreate a particular listening environment, taking into account the acoustics of the environment and the characteristics of the listener. Auralization is typically accomplished by determining the binaural room impulse response (BRIR). The BRIR represents the response of a particular acoustical environment to sound energy and captures the room acoustics for a particular sound source and listener configuration. Once obtained, the BRIR can be used to filter, typically through a convolution process, the desired anechoic sound. When this filtered sound is presented to a listener the original sound environment is recreated.

The BRIR can be considered as the signature of the room response for a particular sound source and human receiver. Although interlinked, for simplicity and reasons of practicality, the room response and the response of the human receiver are commonly determined separately and combined via a post-processing operation to provide an approximation to the actual BRIR [95]. The response of the room is known as the room impulse response (RIR) and captures the reflection properties (reverberation), diffraction, refraction, sound attenuation and absorption properties of a particular room configuration (e.g., the environmental context of a listening room or the “room acoustics”). The response of the human receiver captures the direction dependent effects introduced by
the listener due to the listener's physical make-up (e.g., pinna, head, shoulders
neck and torso) and is known as the head related transfer function (HRTF).

This work develops an acoustical modeling algorithm, termed sonel mapping,
that estimates the time and frequency dependent echogram (the temporal
acoustical energy distribution) of a particular environment. The echogram
can be converted to an equivalent room impulse response function through a
post-processing operation [101]. Although the capture and modeling of HRTFs
is a fascinating subject, it will not be addressed in any detail here. Greater
details regarding the estimation of the HRTF can be found in [17, 37, 191].

1.1 Goals of this Dissertation

Acoustical modeling of even small, simple environments is a complex, computa-
tionally expensive and time consuming task for all but the simplest envi-
ronments. This is due to the potentially large number of complex interactions
encountered by sound waves as they propagate from the sound source to the re-
ceiver. Accurately recreating the interaction of sound with the objects/surfaces
the sound may encounter as it propagates through the environment is ex-
tremely difficult and beyond our current analytical and computational reach
except for simple environments. However, attempts have been made to sim-
plify rendering in order to minimize computational needs while maintaining
perceptual accuracy [112]. Given the similarities that exist between the fields
of computer graphics (image synthesis) and acoustical modeling, this disser-
tation investigates the application of suitably modified computer graphics and
optics-based modeling methods and techniques to accurately model environ-
mental acoustics. By accounting for the differences between the propagation
of sound and light as well as differences in how propagating sound waves interact
when they encounter objects in the environment, a sound synthesis method is
developed that models many of the complex effects that propagating acoustical
signals encounter in the environment.

The goal of image synthesis is the creation of realistic images, images that
are indistinguishable from the environment they model [45]. In the field of im-
age synthesis, two general models have emerged to solve for the illumination
of a scene. The first model is known as the local illumination model where
the shading of a particular point is determined by considering the light coming
directly from a light source and the point itself only, ignoring the interaction of
any light reaching it indirectly via reflections from other objects (surfaces) in
the environment. Given the influence of indirect lighting in the majority of nat-
ural scenes, local illumination models do not provide an accurate simulation of
a particular scene and the resulting renderings are easily noticed as “computer
generated” [169]. Under the global illumination model, the indirect light re-
sulting from the inter-reflection of light between surfaces in the environment is also considered to determine the shading at a point. Global illumination models produce far more accurate renderings and have thus received a great deal of research effort over the last couple of decades, especially with the introduction of the radiosity method [46, 70] in the early 1980s. Radiosity is a view-independent technique based on the principle of energy conservation in a closed environment where all surfaces are assumed to be Lambertian diffuse. The model is sub-divided into small “patches” and the distribution of light is found by solving a set of linear equations for the exchange of light between all patches. Essentially, radiosity is one approach to solving Kajiya’s rendering equation [86]. The rendering equation gives the necessary conditions for equilibrium of light transport and is used to calculate the outgoing radiance, the energy carried by electromagnetic radiation, per unit source area per unit solid angle, at any location within model [84, 86]. The rendering equation is itself a potentially complex and difficult to solve integral and rather than solving it analytically it is typically approximated using finite element methods (FEMs) in radiosity approaches. Radiosity methods have received a great deal of attention and for many years were the predominant method for computing global illumination. However, radiosity approaches are extremely computationally intensive and assume diffuse reflections only, ignoring any specular reflections and associated phenomena such as caustics. In an attempt to limit computational needs and time requirements, various alternatives to mesh-based finite element representations have been developed. Illumination maps, whereby a texture map with illumination values is used to represent and store the irradiance in a model, can be used. Once the map has been constructed, irradiance at view-independent locations in the model can be “looked-up” without the need to re-compute the entire solution at run-time (however, view-dependent affects must still be modeled at run-time). Despite the potential computational savings, illumination maps suffer from various problems including: i) computing the resolution of the map, ii) computationally costly for complex models and iii) difficult to use on arbitrary surfaces [84]. Given the shortcomings associated with the radiosity-based techniques, several other global illumination techniques have been devised. One such technique is photon mapping, a two-pass “particle-based” probabilistic method developed by Jensen in 1995 [85].

Photon mapping has become very popular and is preferred over finite element techniques such as radiosity for a variety of reasons. In contrast to radiosity, photon mapping is independent of the scene geometry and thereby allows for the illumination of arbitrarily complex scenes to be computed. In contrast to the radiosity method, the scene does not have to be sub-divided. Furthermore, photon mapping relies on stochastic techniques such as Monte-Carlo integration methods and therefore, the solution can be made more accurate by increasing the number of samples at various points of the computation.
Increasing the number of samples does increase storage requirements as well as the final rendering time; however, the option is there and an accuracy vs. efficiency trade-off can nevertheless be made. Finally, photon mapping can handle complex interactions between light and a surface (e.g., specular and diffuse reflections and caustics (e.g., one or more specular reflections followed by a single diffuse reflection)).

In the first pass of photon mapping, photons (named after the basic quantity of light) are emitted from each light source and traced through the scene until they interact with a surface. When photons encounter a diffuse surface, they are stored in a structure called a photon map. In the second stage, the scene is rendered using the information provided by the previously collected photon map to provide a quick estimate of the diffusely reflected illumination. Distribution ray tracing is employed to model specular effects (greater details regarding photon mapping are provided in Section 3.4).

Sonel mapping uses the same basic approach as photon mapping but takes into account the physical attributes of sound propagation, addressing the possible interactions when a propagating sound encounters a surface/object or obstruction in its path (e.g., specular or diffuse reflection, diffraction, absorption or refraction\(^1\) as illustrated in Figure 1.1). Following the same strategy as used in photon mapping, rather than modeling the exact mechanical wave phenomena of sound propagation (e.g., particles in the medium as they move about in their equilibrium position), this process is approximated by emitting one or more “sound elements” from each sound source and tracing these sound elements through the scene until they encounter an object/surface (hereinafter, a sound element will be referred to as a sonel, or sonels when considering more than one sound element). A sonel\(^2\) can be viewed as a packet of information propagating from the sound source to the receiver, carrying the relevant information required to simulate the mechanical wave propagation. The information carried by each sonel includes the information used by photons in the photon mapping approach: position (x,y,z coordinates), direction to incidence and energy in addition to information specific to sound and sound propagation, including distance traveled and frequency.

Although the focus of this work is on acoustical modeling, sonel mapping is itself not specific to acoustical wave energy propagation. Rather, sonel mapping is a framework for energy propagation in general. Given the appropriate model parameters (for example, source emission functions, wave/surface interaction

---

\(^1\)Although refraction can occur, it is not as common as the other interactions when considering room acoustics since even regions in the medium with differing temperatures will eventually inter-mix into a single homogeneous region. Refraction can therefore typically be ignored by room acoustical modeling applications\(^48\).

\(^2\)Sonels are akin to Cohen and Koizumi’s\(^42\) “sound mixing elements” or mixels although the intended application of mixels is not for determining the acoustical room impulse response.
Figure 1.1: Acoustical reflection phenomena: specular reflection, diffuse reflection, refraction and diffraction.
models etc.), sonel mapping can be used to model the propagation of any type of wave energy, be it sound, light etc.

1.2 Contributions of this Dissertation

The primary contribution of this dissertation is the development of the sonel mapping probabilistic (Monte-Carlo) based framework for modeling the propagation of wave energy in a particular environment. Sonel mapping allows for the modeling of the complex interactions between wave (sound energy for the purpose of this work) energy and objects/surfaces the sound energy may encounter as it propagates from a sound source to a receiver in a simple and efficient manner. Sonel mapping is independent of the scene geometry thereby allowing it to be used to model arbitrary complex scenes. In addition, it can handle any combination of interactions between a propagating sound element (sonel) and any objects/surfaces it may encounter including specular, diffuse, diffraction and their combination.

The probabilistic nature of sonel mapping and in particular, the application of a Russian roulette strategy to determine the type of interaction between a sonel and any object/surface it may encounter, allows for a quick and computationally feasible solution to room acoustical modeling. It allows the solution to be made more accurate by increasing the number of samples at various points of the computation. Although increasing the number of samples does increase storage requirements as well as the final rendering time, the option is there and an accuracy vs. efficiency trade-off can be made.

In addition to modeling specular and diffuse reflections, sonel mapping addresses the modeling of diffraction effects. Acoustical diffraction is accomplished using a modified version of the Huygens-Fresnel principle [79]. The Huygens-Fresnel principle assumes a propagating wavefront is composed of a number of secondary sources, fitting nicely into the sonel mapping probabilistic framework whereby acoustical wave propagation is approximated by propagating sound “particles” (sonels) from a sound source and tracing them through the environment. Diffraction effects can be approximated in a very simple and efficient manner allowing them to be computed at interactive rates. Although the Huygens-Fresnel principle is a rather simple approach, it can describe a large number of diffraction configurations in an efficient manner.

1.3 Organization of this Dissertation

The remainder of this dissertation is organized as follows. Chapter 2 presents background information relevant to the rest of the dissertation including a brief overview on the physics of sound and sound propagation. Since any simulation
of sound that will ultimately be presented to a human listener requires some underlying understanding of both the physics of sound and human sound localization, the chapter begins with a review of the physics of sound and sound propagation followed by brief review of human sound localization and perception. Emphasis is placed on the factors relevant to acoustical modeling. Chapter 2 ends with a detailed review of photon mapping. Chapter 3 also presents background information however, the focus of Chapter 3 is on acoustical modeling and in particular, methods and techniques used to approximate the room impulse response. In Chapter 4, the framework of the sonel mapping method is introduced. Details regarding the modifications made to the original photon mapping method to allow for acoustical modeling are given in addition to features such as acoustical diffraction modeling. Simulations for various sound source, receiver and occluder configurations are presented in Chapter 5. The outcome of several of the simulations are compared to analytical results. A discussion of the outcomes of the simulations is presented in Chapter 6 where the strengths and limitations of the sonel mapping method are described. A summary and discussion of future work is presented in Chapter 7. Additional background information is provided in the Appendix. Appendix A provides details regarding the output of sound in a virtual display. Appendix B provides a review of Monte-Carlo methods including Russian roulette. Finally, mathematical details regarding the optics-based Huygens-Fresnel principle are provided in Appendix C. Included in this Appendix are several derivations specific to the acoustical diffraction method developed in this work.
Chapter 2

The Physics of Sound and Human Sound Localization

Spatial audio rests on the ability to control the auditory signals arriving at the listener's ears such that these signals are perceptually equivalent to the signals a listener receives in the environment being simulated \[189\]. When considering the design of any spatial sound system, it is therefore necessary to have some knowledge regarding the physics of sound and sound propagation in addition to human sound localization and perception \[37\]. As a result, although the focus of this dissertation is on the modeling of room acoustics for auralization, a brief introduction to both the physics of sound and human sound perception and localization is provided here. A complete discussion of both these topics is beyond the scope of this dissertation. Greater details regarding the physics of sound in general can be found in \[75, 155\] while information regarding human sound localization and perception can be found in \[26, 134, 190, 196\].

2.1 The Physics of Sound

Sound results from the rapid variations in air pressure caused from the vibrations of a vibrating object (e.g., a vibrating guitar string, human vocal chords etc.) \[132\]. As shown in Figure 2.1 sound waves consist of alternating regions of compression and rarefaction (e.g., “back and forth” motion) of the molecules comprising the medium \[198\] through which the sound propagates (typically air although sound can also propagate through other mediums as well, including water and metal). The molecules themselves do not move with the wave but rather oscillate about some fixed position. The wave itself propagates through the interaction of molecules in the medium. In other words, sound waves are a mechanical wave phenomenon and require a medium to propagate (e.g., sound waves cannot propagate in a vacuum). Considering a sound
propagating through air, the air molecules surrounding the vibrating object will be compressed during forward motion and expanded during the object’s backward motion. As these molecules are displaced, they “push or pull” the molecules neighboring them, causing these neighboring molecules to also be displaced from their resting position. This forward and backward movement of the molecules propagates throughout the entire medium, with each molecule displacing its neighbors. Sound waves may propagate in an omni-directional manner whereby the wave propagation is independent of direction (e.g., equal in all directions) or may exhibit directional properties leading to wave propagation in a particular direction only.

A very simple type of sound wave is the sinusoid (sine wave) illustrated in Figure 2.1. Sinusoids are also known as tones or pure tones and result in simple auditory responses, producing a very “clean” sound [132]. Mathematically, a sinusoid $x(t)$ can be described as

$$x(t) = A \cos(2\pi ft + \phi).$$

Although sinusoids are very simple to analyze, they are not typically encountered in normal listening situations. Rather, the sounds we hear under normal listening conditions are much more complex and may not even be periodic. These complex waveforms can be “broken-down” into a series of sinusoids, each with its own frequency, amplitude and phase. A complex tone (periodic and non-periodic) can be described as the superposition of a number of sinusoids, where the frequency of each sinusoid is an integral multiple of the fundamental frequency, the frequency of the lowest common “fundamental” component, that may not necessarily be present [132]. Frequencies other than the fundamental are known as the harmonics, where the first harmonic is the first multiple of the fundamental, the second harmonic is the second multiple of the fundamen-
tal and so on. For example, a square wave consists of a fundamental frequency sinusoid and the superposition of the odd harmonics of the fundamental (e.g., if the fundamental is 100Hz, the odd harmonics are 300Hz, 500Hz, 700Hz etc.). The amplitude of each harmonic is equal to the amplitude of the fundamental scaled by the inverse of the harmonic index.

2.1.1 Measuring Sound

As previously described, sound results from the variation of pressure arising when the molecules in the medium of propagation are compressed and expanded due to a vibrating object. Intensity is usually used to specify the magnitude of these variations (the compressions and expansions of the medium of propagation) and is defined as the sound energy transmitted each second through a unit area in a soundfield [132]. In the ideal scenario, sound source intensity is attenuated following the inverse square law $1 \cdot r^{-2}$ (e.g., by a factor of four for each doubling of distance the wave propagates). Although the inverse square law relates the intensity of sound waves to sound source distance, we perceive intensity as loudness [17, 201]. According to Moore [132], “loudness is defined as that attribute of auditory sensation in terms of which sounds can be ordered on a scale extending from quiet to loud”. Loudness is a subjective measure and therefore cannot be measured directly. It may not always be an accurate representation of intensity [132] as the loudness of pure tone sounds is frequency and bandwidth dependent [62, 133, 152].

The range of intensity levels to which the human auditory system is sensitive is very large, and therefore, rather than giving direct intensity measures, a logarithmic scale is used instead. Given this logarithmic scale, the measures are referred to as levels ($S_L$) and are specified as a ratio with respect to some reference intensity measure ($I_o$) [132]

$$S_L = 10 \times \log_{10} \left( \frac{I}{I_o} \right)$$

where, $S_L$ is the sound level in Decibels (dB) corresponding to the ratio of intensities $I$ and the reference intensity $I_o$. With a decibel scale, a 3dB increase in the intensity ratio corresponds to a doubling of the ratio of intensities.

Although the sound level ratio between two intensities can be determined, there may be times where a single measure of intensity is required. In such a situation, a standard reference intensity level is used. The standard reference level chosen is the threshold of human hearing for a 1000Hz tone and is equal to $10^{-12}$W·m$^{-2}$ (Watts per square meter). Intensity levels given relative to this particular reference level are known as sound pressure levels (SPL). As an example, a sound level of 3dB SPL represents an intensity twice that of the reference level, while a sound level of 0dB SPL represents an intensity equal
to the reference level. Finally, intensity ratios can also be given as pressure ratios as well since there is a relationship between intensity and pressure (e.g., intensity is proportional to the square of pressure) [75]

\[ S_L = 10 \times \log_{10} \left( \frac{I_1}{I_2} \right) \]
\[ = 10 \times \log_{10} \left( \frac{P_1}{P_2} \right)^2 \]
\[ = 20 \times \log_{10} \left( \frac{P_1}{P_2} \right) \]

where, \( S_L \) is the level in Decibels and \( P_1 \) and \( P_2 \) are the two pressure measurements in Pascals (Pa). As with intensity levels, pressure levels can also be given relative to the standard measurement \( P_0 \), where the standard pressure measurement is \( 20 \mu \text{Pa} \) (e.g., \( P_0 = 20 \mu \text{Pa} \)) [75].

2.1.2 Near Field vs. Far Field

When describing the distance to a sound source, a distinction can be made between a sound source in the near field or in the far field. When the distance to the sound source is “very large”, the sound source is in the far field and the sound waves reaching a listener are planar. On the other hand, the sound waves reaching the listener from a sound source which is “very close” are not planar but rather spherical and therefore curved with respect to the listener’s head.

The notion of the sound source distance being “very large” or “very small” relative to the listener can be ambiguous. Brungart and Rabinowitz [33], define the near field as “the region of space surrounding the listener within a fraction of a wavelength away from the sound source”. Using this definition, the designation of a sound source in the near field or in the far field is frequency dependent given the inverse relationship between frequency and wavelength. However, for practical considerations, assuming propagation in the air, when the distance to a sound source is greater than approximately one meter, a far field sound source is assumed and the propagating waves are approximated by planar waves [33].

2.1.3 Coordinate Systems

When describing an auditory environment the position of a sound source and receiver must be given relative to some coordinate system. Various coordinate systems exist. In the head-centered rectangular system (Figure 2.2), the center
of the head defines the origin and positions are specified in (x,y,z) coordinates. The positive x-axis (also known as the interaural axis) goes through the right ear, the positive y-axis points directly in front of the head and the positive z-axis points directly upwards\(^1\) (vertically). In this coordinate system, the axes form three planes. The y-z axis form the median (or sagittal) plane whereby any point on this plane is equidistant from the left and right ears. The x-y plane is known as the horizontal plane and is level with the listener’s ears and finally, the x-z plane is referred to as the frontal plane.

Rather than specifying individual (x,y,z) axis components, a spherical coordinate system, in which coordinates are specified with an azimuth, elevation and range, may be used instead. In the “single pole” spherical system (Figure 2.3(a)), the center of the head defines the origin while azimuth (θ) and elevation (φ) are specified by lines of latitude and longitude respectively [37]. An azimuth angle of 0° is directly in front (e.g., median plane) while an angle of −90° is directly to the right (e.g., moving clockwise from 0° results in negative azimuth angles). The horizontal plane is at an elevation of 0° and moving upwards from this point, elevation increases positively, with +90° directly on top of the head. Range specifies the distance between the origin (center of the head) to the point of interest. The single pole system is intuitive and the most widely used coordinate system. However, it does have its problems. Most importantly, the length of an arc length (semi-circle) between two angles of azimuth is dependent on elevation. For example, the arc length between 0° and 90° azimuth at an elevation of 0° is greater than the same arc at an elevation of 75°.

In the “double pole” system (Figure 2.3(b)), elevation is specified in the same way as in the single pole system however, azimuth is given as a series of rings which are parallel to the midline (the z-axis) and centered at the poles at each interaural axis [37]. In this system, the arc length between two angles of azimuth is independent of elevation.

### 2.2 Room Acoustics and Sound Propagation

Various factors affect a propagating sound wave before it reaches the listener (receiver), including the medium itself. When the medium is air, the characteristics of the air (e.g., humidity level, temperature, etc.) have an effect on the propagating wave. As a wave propagates, a portion of it is absorbed by the air, modifying its sound spectrum. The amount of absorption is affected by the

\(^1\)In a variant of this coordinate system, the role of the z and y-axis are reversed. In other words, the positive z-axis points directly in front of the head and the positive y-axis points directly upwards. This configuration is employed by the popular and widely used OpenGL computer graphics API [167] and is in fact the configuration used in this work although, the center of the listener’s head does not define the origin.
Figure 2.2: Coordinate systems: three planes of interest. The center of the head defines the origin, with the positive x-axis (also known as the *interaural axis*) going through the right ear, the positive y-axis pointing directly in front of the head and the positive z-axis pointing directly upwards (vertically). After [94].
Figure 2.3: Polar coordinate systems. (a) Single pole and (b) double pole. Reprinted from [37].
properties of the air itself, including its temperature and humidity level [74]. Absorption of sound waves is also a function of frequency. Higher frequency components are absorbed more readily than the lower frequency components.

In addition to the absorption by the medium (air), typical listening environments are echoic, as opposed to anechoic. In an ideal anechoic environment there are no reflections and the listener will only receive sound that propagates on a direct path from the sound source. Anechoic settings rarely occur in nature although a large open space or the top of a mountain summit does approach anechoic [17]. Anechoic chambers are artificially created environments where the walls, floor and ceiling are covered with sound absorbing material to prevent reflections of sound waves that would occur when a sound wave encounters a surface.

In contrast, in an echoic environment reflections result when the sound waves encounter obstacles/objects in the environment (e.g., walls of a room) on the path from the sound source to the listener. Sound waves reach the listener both directly, via the straight line path between the sound source and receiver (assuming such a path is not occluded) and indirectly after being reflected off of the walls, floor, ceiling or any other obstacles and obstructions the waves may encounter. Sound waves may also reach the listener after being diffracted off of objects or after being refracted. The sound reaching the listener varies as a function of the geometry of the room relative to the listener [37], as well as the material of the room and the source spectrum (e.g., frequency components) and is rather irregular [65]. Collectively, the sound reaching the listener via a direct path, specular or diffuse reflections, diffraction or refraction over a period of time is described by the room impulse response (RIR) which provides a measure of the sound energy reaching the listener over time. Greater details regarding the nature of the indirect sound reaching a listener is provided in the following sections.

2.2.1 Reverberation: Specular and Diffuse Reflections

The collection of sound waves reaching the receiver over time either directly or indirectly, which may consist of several thousand waves reflecting specularly or diffusely from the various surfaces within a space, is known as reverberation [40]. The number of times a wave is reflected (either specularly or diffusely) is denoted by its order (e.g., a reflection of order $n$ indicates the wave has been reflected $n$ times), where the order of the direct sound is zero. In many situations, a higher reflection order indicates a reduction in the intensity level due to the absorption of a portion of the wave’s energy by the reflecting surfaces and the air [163]. An example illustrating the order of reflected waves is provided in Figure 2.4.

In addition to reflection order, reflections can be broken down into two cate-
Figure 2.4: Direct and reflected sound waves reaching a listener. In addition to the sound waves reaching a listener via a “straight line path” directly from the sound source, reflected sound will also reach a listener. The number of times a wave is reflected before reaching the listener is known as its order. The wave order in this example is provided next to each ray reaching the receiver. The direct sound has an order of zero.

CATEGORIES: early and late reflections. Reflections arriving from the room boundaries (e.g., walls, floor and ceiling), are known as early reflections and typically arrive within 80ms of the direct sound. Reflections arriving after 80ms and with reflection orders greater than one are known as late reflections. Late reflections, arising from “reflected reflections” from one surface to another, are assumed to arrive equally from all directions and are described statistically as exponential decaying noise \[65\]. A graphical illustration of these concepts is provided in Figure 2.5 where, the distribution of sound energy arriving at a receiver over a period of time (the echogram) is shown. An actual room impulse response measured from in a classroom at the right ear of a receiver is illustrated in Figure 2.6.

Other parameters used to describe reverberation include Reverberation time and reverberation distance. Reverberation time \((RT_{60})\) is defined as the time required for the sound pressure level (SPL) to be attenuated by 60dB (e.g., by a factor of one million), independent of the intensity of the sound after a steady state sound is turned off. Reverberation time can be approximated by \[65\]

\[
T_{60} \approx \frac{V}{6 \times \beta \times S} \tag{2.1}
\]

where, \(V\) is the volume of the room (in \(m^3\)), \(\beta\) is the (frequency dependent) average surface absorption coefficient of the room boundaries and \(S\) is the sum of the surface areas of the room in \(m^2\).

When a sound wave in a room strikes a surface, the fraction of sound lost by the surface (either absorbed by the surface or transmitted through the surface), is defined by the surface absorption coefficient which can take values
Figure 2.5: Theoretical echogram (distribution of sound energy arriving at a receiver over a period of time), consisting of the direct sound, early and late reflections. In addition to the sound waves reaching a listener by traveling from the sound source to the listener directly, indirect sound waves reflected from the walls, floor or other objects in the environment will also reach the listener, albeit after the arrival of the direct sound. Early reflections arrive within 80 ms of the arrival of the direct sound. Late reflections arrive after 80 ms of the direct sound and are typically described as exponentially decreasing noise. The echogram can be converted to a corresponding impulse response through a post-processing process.

Figure 2.6: Actual impulse response measured in a classroom at the right ear of a receiver. The sound source was positioned at 45° azimuth and 0° elevation relative to the listener. Reprinted from [164].
between 0 and 1 (1 being a perfect absorber and 0 a perfect reflector). The surface absorption coefficient indicates the fraction of incoming energy that is absorbed by the surface itself. Since the absorption coefficient of a surface typically changes with frequency, reverberation time is frequency dependent. As given, reverberation time is rather arbitrary and depends on the characteristics of the enclosure, including the material of the walls, floor and ceiling, number and type of objects in the room etc. Depending on the level of the background noise, it may be the case that reflections arriving after $T_{60}$ are still considerably audible [17]. However, the choice of 60dB was made by considering a good “music making area”, such as a concert hall. The loudest level reached for most orchestral music is typically 100dB (SPL), while the level of background noise is approximately 40dB. As a result, a reverberation time of 60dB is the time required for the loudest sounds of an orchestra to be reduced to the level of the background noise. Reverberation time is highly affected by the reflective surfaces encountered by the propagating waves. When a surface is highly reflective, very little energy is absorbed by the surface (e.g., the reflected wave maintains most of its energy) leading to an increase in the reverberation time. In contrast, highly absorbing materials absorb much of the energy of a wave striking it, greatly reducing the energy in the reflected portion thereby reducing the reverberation time.

Late reflections arrive any time after 80ms of the direct sound. However, as the distance between the sound source and listener increases, the level of the direct sound $L_{direct}$ decreases until the level of the direct sound equals the level of the reverberation $L_{reverb}$. Reverberation distance $r_{reverb}$ is defined as the distance such that $L_{direct} = L_{reverb}$ and is given by [65]

$$r_{reverb} = 0.25 \times \sqrt{\frac{\beta \times S}{\pi}} = 0.006 \times \sqrt{\frac{V}{T_{60}}}.$$  

2.2.1.1 Specular Reflection

As illustrated in Figure [2.7] and similarly to light waves encountering a mirror surface, an ideal specular reflection occurs when all of the reflected energy is reflected in one direction only. In such a situation, with respect to the surface normal vector, the angle of incidence is equal to the angle reflection. The roughness of many “large” smooth surfaces, such as glass, concrete, plastic or wood, that are encountered frequently in indoor environments are “smooth”
with respect to many of the sounds incident upon them, resulting in specular reflections, especially when considering lower frequency (longer wavelength) sounds \[156\]. The smoothness of a surface is defined relative to the wavelength of sound. The larger the wavelength of sound relative to the roughness of the surface, the greater the surface smoothness.

### 2.2.1.2 Diffuse Reflection

When the roughness of the surface is of the same order of magnitude as the incident sound, the incident sound is reflected in (almost) all directions as opposed to a single direction only (Figure [2.8]). This “scattering” or “dispersion” of sound in all directions is referred to as diffuse reflection or diffusion. Surfaces that reflect incident (sound) waves diffusely are known as diffuse surfaces \[51,158\]. Such surfaces include coffered ceilings, faceted walls, raw brick walls and the audience area of a concert hall \[51\].
2.2.2 Diffraction

Diffraction refers to the “bending mode” of sound propagation whereby sound waves go (“bend”) around an obstacle that lies directly in the line of straight propagation [48], allowing us to hear sounds around corners and around barriers (see Figure 2.9). Diffraction is dependent on both wavelength and obstacle/surface size, increasing as the ratio between wavelength and obstacle size is increased [48]. In other words, diffraction will typically be greater for lower frequency sounds and when the obstacles are small. The frequency spectrum of audible sound ranges from approximately 20Hz to 20kHz, corresponding to wavelengths ranging from 0.02m to 17m (with a velocity of $v_c = 343\,\text{m/s}$ [48]) for sound in air and a frequency of $f$ Hz, wavelength $\lambda = v_c \cdot f$). Since, the dimensions of many of the objects/surfaces encountered in our daily lives is within the same order of magnitude as the wavelength of audible sounds, diffraction is an elementary means of sound propagation especially when there is no direct path between the sound source and the receiver, such as in buildings [180]. Failure to account for diffraction can lead to a non-realistic auditory simulation. That being said, diffraction effects are typically ignored by spatial sound systems [178,180].

2.2.3 Refraction

The changes in the direction of propagation of a sound wave as the wave encounters changes in the medium is referred to as refraction. The two media will have different characteristics and therefore result in different wave prop-
agitation speeds (see Figure 2.10). Examples of refraction include sound waves traveling in air encountering a large body of water or sound waves traveling through one particular region of air encountering another region of air with differing characteristics (e.g., temperature). Although refraction occurs, it is not as common as the other reflection types when considering room acoustics since even regions in the medium with differing temperatures will eventually inter-mix into a single homogeneous region [48]. Refraction is therefore typically be ignored by room acoustics applications and is ignored in this work.

2.3 Human Sound Localization

In humans, the perception of sound begins with the arrival of varying sound pressure at the ear drums. The range of frequencies to which humans are sensitive (e.g., can hear) is restricted to the range of 20Hz to 20kHz for a young healthy adult [37]. Frequencies below 20Hz are known as subsonic and can at times be felt rather than heard, while frequencies above 20kHz are known as supersonic [17]. Through the actions of the eardrum these oscillating mechanical variations of air pressure are passed through to the middle ear and converted (transduced) into electrical signals in the inner ear and ultimately coded into a pattern of neuronal spikes which are interpreted by the brain (a complete discussion of the physiology of the ear is beyond the scope of this dissertation - see [25, 132] for greater detail).
2.3.1 Duplex Theory

The *duplex theory*, one of the earliest theories of human sound localization, was developed by Lord Raleigh in 1907 \[172\] and is premised on the observation that the two ears are separated by a featureless spherical head. Under the assumption of a perfectly spherical head with no external ears (pinnae), this theory explains many of the properties of human sound localization. Unless the sound source lies on the median plane (i.e., the plane where the points are equidistant from the left and right ears), the distance traveled by sound waves emanating from a sound source to the listener’s left and right ears differs. This causes the sound to reach the *ipsilateral* ear (the ear closest to the sound source) prior to reaching the *contralateral* ear (the ear farthest from the sound source). The *interaural time delay* (ITD) is the difference between the onset of non-continuous (transient) sounds, or the phase of more continuous sounds, at the two ears. Similarly, since the ears are separated by the head, when the wavelengths of the sound waves are short relative to the size of the head, the head acts as an acoustical shadow attenuating the sound pressure level of the sound waves reaching the contralateral ear \[196\]. This difference in sound pressure level (SPL) between the waves reaching the ipsilateral and contralateral ears is referred to as *interaural level difference* (ILD\(^2\)).

ITDs are more prevalent primarily for low frequencies (< 1500Hz) \[26\], where the arriving sound wavelengths are long relative to the diameter of the head and the phase of the sounds reaching the ears is determinable. Low frequency sounds corresponding to wavelengths greater than the diameter of the head, experience diffraction whereby they “bend around” the head to reach the contralateral ear. As a result, ILD cues for low frequency sounds are very minuscule (although in some cases, they may be as large as 5dB \[196\]). However, for frequencies greater than approximately 1500Hz, where the size of the head is greater than the wavelength, the sound waves are too small to bend around the head, and are therefore shadowed by the head.

Although the duplex theory does explain sound localization on the horizontal plane, it is incomplete as it fails to account for many aspects of human auditory localization (see \[37\]). Human beings are capable of localizing a sound source even if the listener’s hearing is impaired in one ear \[171\]. Furthermore, the duplex theory cannot differentiate between sound sources on the median plane directly in front of or in back of an individual (this is known as *front-back confusion*) since both ITD and ILD in either of these cases is (ideally) zero. In fact, a sound source positioned anywhere on the surface of a cone centered on the interaural axis (known as the *cone of confusion*, see Figure 2.11), will have

\(^2\text{Also known as interaural intensity difference (IID).}\)
identical ITD values [26].

Batteau’s work in the 1960s on the filtering effects introduced by the pinna [10] was the next major advance in the study of human auditory localization. In fact, in addition to the filtering effects introduced by the pinna, the listener's head shoulders and upper torso will, perhaps to a lesser degree, also modify the sound reaching the listener’s left and right ears. Collectively, these filtering effects are described by a complex response function known as the head-related transfer function (HRTF) or the anatomical transfer function (ATF) [77] and encompass various sound localization cues including ITDs, ILDs, and the changes in the spectral shape of the sound reaching a listener. HRTF-based sound localization models overcome some of the localization limitations inherent with models based on the use of ITD and ILD cues alone.

2.3.2 Head Related Transfer Function

Each person’s head and upper torso, in addition to the physical structure of the pinna that consists of a series of asymmetric grooves and notches, modulate the mid and high frequency energy content of the sound spectrum. The HRTF modifies the spectrum and timing of a sound signal reaching the ears in a location-dependent-manner [17]. Studies have shown that the number of front-back confusions increases and localization accuracy decreases as the bandwidth of the source is decreased [26, 37, 127]. Furthermore, when a portion of the outer ear is occluded there is an increase in the number of front-back confusions [61, 140].

Following Zotkin et al. [202], the left and right ear HRTFs ($H_L$ and $H_R$ respectively) are defined as the ratio between the sound pressure level (SPL)
present at the eardrum of the left and right ears, \( \Phi_L(\omega, \theta, \phi, d) \) and \( \Phi_R(\omega, \theta, \phi, d) \) respectively, and the free field SPL at the position corresponding to the center of the head but with the head absent (\( \Phi_f(\omega, d) \))

\[
H_L = \frac{\Phi_L(\omega, \theta, \phi, d)}{\Phi_f(\omega)} , \quad H_R = \frac{\Phi_R(\omega, \theta, \phi, d)}{\Phi_f(\omega)} .
\]  

\( (2.2) \)

Here, \( \omega \) is the angular frequency, \( \theta \) and \( \phi \) are the azimuth and elevation angles respectively, and \( d \) is the distance from the listener to the sound source (measured from the center of the listener’s head). When considering a sound source in the near field (e.g., sound source distance less than approximately one meter), displaced from the median plane, HRTFs (and in particular the ILD component of the HRTFs) are, in addition to direction, dependent on distance \([32, 165]\). In fact, as demonstrated by Brungart and Rabinowitz \([32]\), the ILD associated with a near-field sound source can vary by as much as 30dB (see Duda and Martens \([57]\) for greater details on the range dependence of HRTFs).

Far-field HRTFs are typically assumed to be independent of distance, despite the fact that the frequency spectrum of a sound source varies with source distance due to absorption effects by the medium \([136]\). This high frequency attenuation is of particular importance for larger distances (greater than approximately 15m), but provides little information for smaller distances \([31]\).

The pinna of individuals differ; varying widely with respect to size, shape and general make-up, leading to variations to the resulting filtering of the sound source spectrum amongst individuals, particularly at higher frequencies. Higher frequencies (e.g., > 10kHz) are more attenuated when the sound source is to the rear of the listener, as opposed to the front of the listener and in the 5–10kHz frequency range. When considering higher frequencies, the HRTFs of individuals can differ by as much as 28dB irrespective of the individual’s characteristics \([195]\). This high frequency filtering is an important cue to source elevation perception and in resolving front-back ambiguities \([127, 191]\).

Example left and right ear HRTFs from three individuals, measured by Fred Wightman and Doris Kistler \([17]\) are shown in Figure 2.13 for a sound source located at \( \theta = 90^\circ \) and \( \phi = 0^\circ \) (e.g., directly to the left of the listener). The inter-subject differences in each plot are clearly evident (the HRTF for each individual is denoted by different line styles). A decrease in level of the right ear HRTF due to the shadowing of the head is also evident.

2.3.3 Other Factors Affecting Human Sound Localization

The sound localization cues described in the previous section arise due to
Figure 2.12: Human pinna.

Figure 2.13: Example HRTFs of three individuals for a sound source at $\theta = 90^\circ$ and $\phi = 0^\circ$.
(a) Left ear and (b) right ear. These HRTFs were originally measured by Fred Wightman and Doris Kistler and are reprinted from [17].
our own anthropomorphic make-up (e.g., two ears separated by the head and the grooves and notches of our pinna). In addition to the sound localization cues arising due to our own physical make-up, various other “external” factors alter the sound reaching a listener providing further information to the location of a sound source.

2.3.3.1 Reverberation

Reverberation is a useful cue to sound localization capable of providing sound source distance estimation and information with respect to the physical “make-up” of a room (e.g., size, types of materials on the walls, floor, ceiling etc.). Reverberation can be used to provide absolute sound source distance estimation independent of overall sound source intensity [37, 165], due to the variation of the direct-to-reverberant sound energy level as a function of source distance [17, 18, 31, 40, 47, 137, 165]. As the distance to a sound source increases, the ratio between the direct-to-reverberant levels

\[ L_{\text{ratio}} = \frac{L_{\text{direct}}}{L_{\text{reverb}}} \]

decreases. When the direct distance to the sound source \( r_{\text{direct}} \), is less than the reverberant distance \( r_{\text{reverb}} \) the intensity of the direct sound is greater than that of the reverberant sound (e.g., \( L_{\text{direct}} > L_{\text{reverb}} \Rightarrow L_{\text{ratio}} > 1 \)). In contrast, when the reverberant distance is greater than the direct sound source distance (\( r_{\text{reverb}} > r_{\text{direct}} \)) the level of the reverberant sound dominates (e.g., \( L_{\text{reverb}} > L_{\text{direct}} \Rightarrow L_{\text{ratio}} < 1 \)). Mershon has performed various studies examining the effect of the ratio of the direct-to-reverberant intensity with respect to sound source distance estimation [123, 124, 125]. These studies suggest that distance judgments are more accurate in the presence of reverberation than in an anechoic environment and as previously described, that the ratio of direct-to-reverberant intensity is a cue to absolute sound source distance judgment.

Reverberation may be altered drastically with small changes to the objects in the environment themselves, changes in their positions, changes to the medium that the sound is propagating in (typically air) or with the introduction of new objects in the environment. Although in general the ratio between the direct and reverberant sound decreases/increases as the sound source distance is increased/decreased, this may not necessarily always be true. Furthermore, although evidence indicates that reverberation does provide a cue to absolute sound source distance, studies also indicate reverberation can have negative affects as well. In particular, it leads to a decrease in directional localization accuracy in both real and virtual environments [17], and although this effect is of small magnitude, it is nevertheless measurable [166].

Finally, in a reverberant environment, sound source distance is also affected
by the background noise \[123\]. In the presence of background noise, we tend to underestimate the distance to a sound source. This is probably due to the fact that since noise masks part of the weaker indirect portion of the sound reaching the listener, we cannot detect the entire extent of the reverberation \[136\].

Precedence Effect: In a typical listening situation, the listener receives sound emitted by the sound source directly in addition to delayed and attenuated versions resulting from the reflection of the sound with objects in the environment. The reflected sounds reaching the listener may emanate from any direction in the environment, potentially creating a false impression of a sound source at the location of reflection. The ability of the auditory system to combine both the direct as well as reflected sounds such that they are heard as a single entity and localized in the direction corresponding to the direct sound has been termed the \textit{precedence effect} by Wallach et al. \[188\] (it is also known as the \textit{Haas effect} and the \textit{law of the first wavefront}). The precedence effect allows one to localize a sound source in the presence of reverberation, even when the energy of the reverberant sound is greater than that of the direct sound \[76, 132\].

2.3.3.2 Head Movement

In any normal listening environment, we are not stationary but are rather free to move about. Head movements are a very important and natural component of sound localization and can greatly reduce front-back confusions and improve sound localization accuracy \[177, 187, 197\]. Head movements result in a change of position between the sound source and the listener, leading to changes in the ITD and ILD cues and to the sound spectrum reaching the ears (see Figure 2.14 for a graphical illustration). We are capable of integrating these changes as they occur over time in order to resolve ambiguous situations such as front-back confusions \[16\].

2.3.3.3 Sound Source Familiarity

A listener’s prior experience with a particular sound source and the environment (e.g., the sound source transmission path) can greatly affect a listener’s ability to localize a sound source. Prior information about a sound source or environment allows a listener to use their previous experiences and knowledge to provide a more accurate localization estimate or to overcome ambiguous situations. For example, from a very young age we engage in conversations with others. For normal listeners, speech has become an important aspect of life as
Figure 2.14: Head movements to resolve front-back ambiguities. When the sound source is directly in front of the listener, the distance between the left and right ears ($d_l$ and $d_r$ respectively), is the same. A head movement to the left will increase the distance between the left ear and the sound source $d_l$, while a head movement to the right will increase the distance between the right ear and the sound source $d_r$.

it allows us to communicate with others and express our thoughts. As a result, we have become familiar with the characteristics of speech (e.g., how loud a whisper or shouting may be and who is speaking) and are capable of accurately judging the distance to a live talker under normal conditions, especially when the distances are within a few feet [34, 66].

2.4 Summary

Sound waves are a mechanical wave phenomenon that result from the variation of pressure arising when the molecules in the medium of propagation (typically air) are compressed and expanded due to a vibrating object. Various factors affect a propagating sound wave before it reaches the listener. As a wave propagates, a portion of its energy is absorbed by the air, modifying the sound spectrum in some manner. Furthermore, sound waves may encounter any number of surfaces/objects as they propagates through the environment and may be reflected either specularly or diffusely and they may be diffracted or refracted, further altering the sound spectrum. Collectively, the sound reaching the listener via a direct path, via specular or diffuse reflection, diffraction or refraction over a period of time is described by the room impulse response which provides a measure of the sound energy reaching the listener over time. In humans, the perception of sound begins with the arrival of varying sound pressure at the ear drums. Through a variety of sound localization cues that arise from our own anthropomorphic make-up (most notably interau-
ral time and level differences and head-related transfer functions), in addition to localization cues that arise from various other “external” factors such as reverberation and sound source familiarity, humans are capable of accurately determining the location of a sound source in the presence of complex effects.
Chapter 3

Acoustical Modeling

Although computational acoustical modeling is the primary focus of this chapter, this chapter begins with a brief introduction to estimating the room impulse response using methods where the response is physically measured as opposed to being computationally modeled. This chapter ends with a review of the photon mapping method. Photon mapping forms the basis of the sonel mapping method. It should be noted that although focus of the chapter is on estimating the room impulse response, in sonel mapping it is the echogram (the distribution of acoustical energy over time) that is actually estimated. The equivalent room impulse response can be obtained by post-processing the echogram (see [59, 101]). For the reminder of this chapter, although mention is made to estimating the room impulse response, unless specified otherwise, it is the echogram that is actually estimated.

3.1 Physically Measuring the Room Impulse Response

The binaural room impulse response (BRIR) represents the response of a particular acoustical environment to sound energy and captures the room acoustics for a particular sound source and listener configuration. For a real environment, the BRIR can be measured by generating an impulsive sound with known characteristics through a loudspeaker positioned somewhere in the room and measuring the response of the arriving sound (with probe microphones), at the ears of an observer (either an actual human listener or an anthropomorphic “dummy head” positioned in the room). The recorded response can then form the basis of a filter that can be used to modulate source sound material (anechoic or synthesized sound) and when this filtered sound is presented to a listener, the reproduced sound will include the direct sound, the effects of the reflected sound in addition to directional filtering effects introduced by
the HRTF [120]. In other words, the original sound environment and listener configuration is reproduced at the listener. Physically measuring the BRIR is very restrictive. The measured response is specific to the room configuration in which it was measured with the original sound source and listener positions hence, only that particular room and sound source/receiver configuration are “re-created”. Movement of either the sound source or the receiver or changes to the room itself (e.g., introduction of new objects or movement of existing objects in the room), requires the room impulse response to be re-measured. Such an approach is impractical for all but a few limited scenarios.

The BRIR can be considered as the signature of the room response for a particular sound source and receiver. Although interlinked and their interaction is very complex, for simplicity and reasons of practicality, the room impulse response and the response of the human receiver are commonly determined separately and combined via a post-processing operation to provide an approximation to the actual BRIR [95]. The response of the room is known as the room impulse response (RIR) and captures the reflection properties (reverberation), diffraction, refraction, sound attenuation and absorption properties of a particular room configuration (e.g., the environmental context of a listening room or the “room acoustics”). The response of the human receiver captures the direction dependent effects introduced by the listener due to the listener’s physical make-up (e.g., pinna, head, neck, shoulders and torso) and is known as the head related transfer function (HRTF).

In a manner similar to measuring the BRIR, the RIR of a particular environment can be measured by generating a sound with known spectral characteristics from a source at a known position and measuring the response at a particular location with a microphone. Similarly, a listener or dummy head’s left and right ear HRTF can also be measured by outputting a sound from a loudspeaker placed at known positions relative to the “head” and measuring the resulting response at the left and right ears using small probe microphones inserted in the head’s left and right ear canals [17]. As previously described, for a sound source in the near-field, HRTFs are, in addition to direction, dependent on distance and therefore, distance cannot be ignored [33]. Accounting for distance complicates both the task of HRTF measurement and the computational requirements of any auralization system. As a result, a far-field sound source is typically assumed (e.g., sound source distance is greater than approximately one meter) and distance is thus often ignored. Martens [106, 107] describes a binaural display that does account for sound source distance in simulated HRTFs at close range. Greater details regarding HRTF-based binaural synthesis techniques are provided by Martens [111].

Once both the RIR and HRTF have been measured/approximated, they can be combined via post-processing operation to provide an approximation to the actual BRIR. This post-processing operation is a non-trivial and a potentially
computationally intensive task at the minimum requiring the following information [95]:

1. The calibrated band level of each reflection as a function of frequency.
2. The incidence angles of each reflection.
3. The data for late reverberation generation as a function of frequency.

Each reflection has its own direction of arrival and given the direction (position) dependent filtering introduced by the HRTF, each reflection should be filtered with an HRTF pair corresponding to that direction [17] as done in a variety of auralization systems including NASA’s SLAB [192, 193]. To limit the computational complexity and for simplicity reasons, rather than filtering each reflection with its corresponding HRTF, the HRTF can be used to filter the direct sound only. This is not completely correct and leads to some degree of perceptual degradation. For example, in the real world, the first reflection usually comes from sound reflected off of the floor. This should therefore be the case in any virtual simulation/environment. However, when the HRTF is used to process the direct sound only, such information may be lost [149].

3.1.1 Acoustical Scale Modeling

Rather than measuring the RIR in the actual room of interest, acoustical scale modeling can be used instead. In the acoustical scale modeling technique a three dimensional scaled down actual material model of the particular environment is built and used to measure the acoustical properties of the real environment and construct the RIR. This allows for the correct inclusion of all environmental effects including scattering and diffraction of the sound waves as they encounter surfaces in the environment provided the scaled model is an exact scaled version of the room being modeled (something impossible to achieve in reality [95]). Given the limitations inherent with physically measuring a set of RIRs for a particular environment (actual environment or a scaled version), as described in the following section, the RIR is often approximated using computational acoustical modeling approaches instead.

3.2 Computational Acoustical Modeling

The two major approaches to computational acoustical modeling (e.g., estimating the room impulse response), are [64]: i) wave-based modeling whereby nu-
Numerical solutions to the wave equation are sought and ii) geometric modeling whereby sound is approximated as a ray phenomenon and traced through the scene. Geometric modeling, and in particular ray-based approaches, such as ray-tracing, are the most widely used due to various factors, including simplicity and computational feasibility. Greater details regarding both approaches are provided below.

3.2.1 Wave-Based Methods

Here the objective is to solve the wave equation, also known as the Helmholtz-Kirchoff equation \[179\], to completely recreate a particular sound field. An analytical solution to the wave equation is rarely feasible and wave-based methods using numerical approximation, such as finite element methods (FEMs), boundary element methods (BEMs) and finite difference time domain methods (FDTDMs) are used instead \[160\]. These methods solve the complex integral and differential equations representing the wave equation by sub-dividing the domain of these complex functions into smaller units such that for each smaller unit, the function can then be approximated using simpler functions that can be easily solved \[14, 54\]. Numerical approximations such as FEMs and BEMs essentially project the original complex function into a finite function space where the approximated function is characterized by a finite number of unknowns that can then be solved numerically \[46\].

One of the first numerical approximations was presented by Miles \[128\] who determined the sound field in a three-dimensional rectangular enclosure with non-uniform absorbent and diffusely reflecting walls. Shi et al. \[163\] describe an acoustical radiosity-based approach that combines both auditory and visual information to model both the acoustical and visual scene. Their acoustical radiosity method is obtained by modifying the original (light-based) radiosity method to account for the finite propagation speed of sound and attenuation of sound by air. Essentially, the exchange of energy between surfaces is calculated based on a form factor \[44\] that describes the fraction of energy leaving one surface that arrives at another. More recent acoustical radiosity approaches include the work of Nosal et al. \[138\] as well as a study by Le Bot and Bocquillet \[119\] where a comparison between radiosity based approaches and ray tracing methods was made. In addition, although not directly intended to model sound propagation, Rougeron et al. \[156\], describe a time-dependent radiosity method to simulate the indoor propagation of a 60GHz electromagnetic wave. Their technique can easily be applied to the modeling of sound propagation as well.

Although wave-based methods can account for non-specular reflection phenomena, they are computationally very expensive making them impractical for all but very simple, static environments. Furthermore, their computational
complexity increases linearly with the volume of the room and the number of volume elements and is proportional to the fourth power of the frequency of interest [146]. Rabenstein et al. estimate that 4.2 Gigaflops (4.2 billion floating point operations each second) are required to simulate the propagation of a 3kHz sound in a 100m$^3$ room using wave-based approximation techniques [146].

### 3.2.2 Geometric Acoustics - Ray-Based Methods

In a manner similar to geometric optics, with ray-based acoustical modeling it is assumed that sound acts as rays and ray-based computer graphics (image synthesis) rendering-like techniques are used to model the acoustics of an environment. Essentially, the propagation paths taken by the acoustical energy are found by tracing (following) these “acoustical rays”. Tracing a ray involves following the ray while it propagates from the sound source and interacts with any number of objects/surfaces in the environment before reaching the receiver (listener). Mathematical models are used to account for source emission patterns, atmospheric scattering, absorption of the sound ray energy by the medium itself and interactions with any surfaces/objects a ray may encounter [64]. The receiver is typically modeled as a sphere of some radius $r$ and the echogram, describing the distribution of incident sound energy (rays) reaching the receiver over time is calculated. Several of the more popular ray-based methods include image sources [2], ray tracing [97, 99], beam tracing [49, 63, 64, 80]. More recent techniques include sonel mapping [89, 90, 91, 92] and phonon tracing [23], both of which are inspired by photon mapping.

Although many different geometric acoustical modeling systems are currently available, given the potentially complex task associated with modeling the acoustics of all but the simplest environments, many of the existing systems have their limitations. They typically assume that all interactions between a sound ray (wave) and objects/surfaces in the environment are specular, despite that in our natural settings other phenomena influence a sound wave while it propagates through the environment as well (e.g., diffuse reflections, diffraction and refraction). These methods typically ignore the wavelength of sound and any phenomena associated with it (e.g., diffraction) [100] and only accurately model the early portion of the room impulse response. Furthermore, acoustical ray-based simulations become rather complicated for all but very simple, theoretically ideal cases [95]. Finally, ray-based methods are not particularly suited for dynamic environments where the sound source and receiver are free to move about freely.

Ray-based systems that do attempt to model non-specular phenomena do so poorly [51, 100, 103]. Failure to accurately model various acoustical phe-
nomina (in particular, diffractive \cite{178, 180} and diffuse \cite{51} components) leads to a decrease in the spatialization capabilities of the system. Failure to properly model diffuse reflections results in a geometric model that is not capable of capturing the true effects that result as a propagating sound interacts with objects/surfaces in the environment. This has several consequences, most notably, it leads to higher predicted reverberation times \cite{81, 103}. In addition, the predicted room impulse response will be less steep than actual measured results \cite{58} and generally, a decrease in the overall quality of the simulation results \cite{50}. However, despite the importance of diffuse reflections, \cite{51, 100, 103}, geometric acoustical modeling systems have typically ignored their effects. Models that do attempt to account for diffuse reflections, according to Dalenbäck et al. \cite{51}, typically do so in a “crude manner” (see Martin \cite{117} for a description of a hybrid method of simulating diffusion based on both physical and phenomenological modeling components). Typically, systems incorporating diffusion assume a diffusion coefficient $\delta$ for each surface to indicate the percentage of incoming energy that the surface will reflect diffusely. Although the use of such a diffusion coefficient can lead to improvements as opposed to modeling specular reflections alone, it is far from perfect. Furthermore, given the lack of a clear relationship between the diffusion coefficient and surface properties, there is no defined method of choosing an appropriate coefficient value. Rather, the coefficient is chosen through trial and error and is therefore very application dependent \cite{73}.

3.2.2.1 The Image Source Method

The image source method \cite{2} is a modeling mechanism used to estimate the path followed by acoustical energy subject to low order specular reflections \cite{78}. A virtual sound source copy $S_i$ of the original sound source $S$ is created at a position obtained by mirroring the original sound source over each polygonal surface of a room \cite{63}. Reflections up to any order can be produced by recursively repeating this procedure. A graphical illustration of the image source method is illustrated in Figure 3.1. After creating the first virtual sound source $S_1$ by mirroring the original source, a second order reflection can be created by treating $S_1$ as an “original” source and then mirroring it to create another virtual source $S_2$ and so on. For each virtual source, a visibility check is made to determine whether the virtual source is visible to the listener (the visibility check may be complex depending on the room being simulated). If the virtual source is visible to the listener, it is adjusted to account for the absorption of energy by the medium of propagation (e.g., air). Changes in the environment including movement of the sound source or listener or the introduction of any objects/obstructions in the environment may require the re-computation of all image sources as their visibility relative to the listener may change.
Figure 3.1: The image source method to determine low order specular reflections. The bold outlined rectangle represents the actual room with the listener and sound source. First order reflections are created by mirroring the sound source once (labeled with a 1). Multiple order reflections are created by mirroring the first order reflections (labeled with a 2) and so on.
Although the image source method can find specular reflections up to a certain order and the method is rather robust, it does have its shortcomings. Most importantly, as described by Funkhouser et al. [63], it can only model specular reflections and its computational complexity is exponential with respect to reflection order [63]. Given the potentially complex visibility checks that must be performed, the number of image sources that can be calculated is dependent on the available processing power. Due to their exponential running time, image source methods are of use only in simple environments to model a limited number of (e.g., low order) specular reflections [96].

3.2.2.2 Ray Tracing

Ray tracing methods are well known and widely used in computer graphics applications to render scenes. As with image source methods, ray tracing methods find the paths between a sound source and the listener. However, rather than mirroring the sound source, rays are emitted from the sound source in all directions and are followed through the environment until some pre-defined number of them reach the listener or until the ray’s energy falls below some pre-defined level or the number of reflections exceeds some pre-defined number (see Figure 3.2). On their path from the sound source to the listener, the rays may encounter any number of surfaces (e.g., walls) or obstacles/obstructions. At this point, the rays are reflected once again (specular reflections are typically assumed, although diffuse reflection, diffraction and refraction can also be modeled). As with the image source method, the intensity of each reflection is reduced to account for absorption by both the medium of propagation (e.g., air) and the object it may encounter. Having rays emitted from the source in all directions is clearly impractical computationally as it will lead to a large number of reflections that must be followed. Rather, a subset of rays is emitted instead. Various methods can be used to choose this subset, including stochastic techniques which choose the paths followed by the rays randomly [63].

The ray tracing method has its share of advantages and disadvantages. Advantages include simplicity and manageable computational complexity, which increases sub-linearly with respect to the number of surfaces in the environment [63]. With respect to disadvantages however, given that a subset of the actual paths from the sound source to the listener are actually followed, certain paths may be missed altogether. Furthermore, ray tracing methods typically sample points on a regular grid [83] and therefore, aliasing is inherent in the method. Rather than emitting and tracing a single ray from the source, multiple rays, bundled into a pyramid or beam can be emitted and traced instead. Such an approach was first introduced by Whitted in the field of computer graphics [194] and has since then inspired various other approaches, including
cone tracing [3], whereby a single ray is replaced by a cone and the beam tracing approach which replaces a ray with a beam [64]. Greater details regarding the widely used beam tracing approach are provided in the following section.

Another problem associated with ray-based approaches is handling the large number of potential interactions between a propagating sound ray and any objects/surfaces it may encounter. A sound ray incident on a surface may be reflected both specularly and diffusely and be refracted and diffracted. Typical solutions to modeling such effects include the generation and emission of several “new” rays at each interaction point. Such approaches can lead to exponential running times and the algorithm can quickly become computationally intractable for all but very simple environments. Furthermore, a strategy is also needed to terminate a sound ray. One of the simplest solutions involves keeping track of the number of times a ray has been reflected (the reflection count) and terminating the ray once its reflection count has exceeded some pre-defined threshold value. Another approach is to terminate the ray based on its energy content. This second approach is more representative of the real world whereby the termination of a sound is determined by the amount of energy it has lost and not the number of times it has been reflected [200]. One measure of energy attenuation is the energy discontinuity percentage (EDP) [52]. The EDP represents the percentage of the original ray energy that must be lost before the ray is terminated. Regardless of whether a reflection count or EDP criteria is used to terminate an acoustical ray, assuming specular and diffuse reflections only (no diffraction and refraction) as commonly done, upon encountering a surface, three types of interactions may occur. A portion of the ray’s energy may be absorbed by the surface, a portion reflected specularly and a portion reflected diffusely according to the following constraint [51]

$$\alpha + \delta(1 - \alpha) + (1 - \delta)(1 - \alpha) = 1$$  \hspace{1cm} (3.1)
where, $\alpha$ is the incident surface absorption coefficient indicating the fraction of sound energy absorbed by the surface, $\delta$ is the incident surface diffuse reflection coefficient indicating the fraction of sound energy reflected diffusely and $(1-\delta)(1-\alpha)$ represents the amount of energy reflected specularly. Hence, at each point of incidence (provided $0 < \alpha < 1$ and $0 < \delta < 1$), two new rays are created; one that will be reflected specularly and the other diffusely. As a result, after $M$ interactions, a total of $2^M$ rays can be generated. For example, considering a single ray and a reflection count of only 8, $2^8 = 256$ additional rays could be created and traced.

Rather than using such deterministic approaches to determine the type of interaction between an acoustical ray and an incident surface, probabilistic approaches, such as a Russian roulette strategy [72] can be used instead. Russian roulette ensures that the path length of each acoustical ray is maintained at a manageable size yet due to its probabilistic nature, allows for paths of an arbitrary size to be explored. As described in Section 4.3.3, sonel mapping (introduced by Kapralos et al. [91]) employs a Russian roulette solution similar to the approach taken in photon mapping in order to determine the type of interaction between a sonel and a surface and to determine when the sonel is terminated. Simulations presented in Chapter 4.6 illustrate the capability of a Russian roulette strategy to provide an accurate, yet computationally reasonable solution to room acoustical modeling.

Despite the problems associated with ray tracing approaches, given their simplicity, they have been and are still widely used in a variety of room acoustical modeling applications. Examples include the RAYSCAT model that is used to predict noise levels in empty or fitted workshops [141] and the NORMAL model that is used to predict the sound field in long enclosures (and that was specifically designed to model speech intelligibility in underground stations [200]). Further applications include predicting noise in industrial workshops [82], predicting sound pressure levels and reverberation times in coupled spaces [183] and predicting the acoustics in classrooms [41].

Sonel mapping, the ray (particle)-based method developed by Kapralos et al. [89, 90, 91, 92] and described in this dissertation, addresses some of the problems associated with existing ray-based approaches. Sonel mapping is capable of modeling specular and diffuse reflections and diffraction in a simple manner at a fraction of the computational time when compared to existing deterministic approaches. Given its stochastic nature (and in particular the use of a Russian roulette approach to determine some types of interaction), it allows for the possibility of exploring arbitrarily long paths that may not necessarily be explored using deterministic approaches. In addition, by employing a Russian roulette approach, the accuracy of the simulation can be improved by increasing the number of samples initially emitted from the sound source. Although this leads to an increase in computational time, an efficiency vs. ac-
Accuracy trade-off can nevertheless be made. Greater details regarding the sonel mapping framework are provided throughout this dissertation and in particular, in Chapter 4.

As with sonel mapping, the acoustical simulation and visualization method known as phonon tracing presented by Bertram et al. [23], is also inspired by methods intended for photorealism and in particular, photon mapping. With phonon tracing, sound elements, termed phonons, are emitted from a sound source. After being emitted from the sound source following a particular source directional distribution function, phonons are traced through the scene while recording any interactions with any objects/surfaces they may encounter or until they reach a receiver where they are collected. Upon encountering a surface, the energy carried by the phonon is reduced to account for surface and air absorption and is then reflected relative to the surface normal (e.g., specularly) provided its energy has not decreased below some pre-defined value or similarly, its reflection count (e.g., the number of times it has been reflected) has not increased beyond some pre-defined value. At each receiver, incident phonons are collected in the accumulating impulse response. Rather than modeling the receiver as a sphere with a given radius (as commonly done), the receiver is modeled using a Gaussian in order to provide “smoother” impulse response filters. A comparison of the phonon tracing method with the commercially available room acoustics program CARA [150] (that is based on image sources) has been performed. The response for a simple box-shaped room with a single sound source for various receiver positions was physically measured and then the room and each sound source/receiver configuration was modeled using both the phonon tracing method and CARA. The response calculated using phonon tracing was closer to the actual response when considering frequencies above 400Hz but differed significantly for lower frequencies due to diffraction effects and/or problems with the absorption coefficients used by both methods.

Although sonel mapping and phonon tracing are similar insofar that both are inspired by photon mapping, there are a number of critical differences. Phonon tracing is intended for mid and high frequencies in which reflections are primarily specular. It thus ignores low frequencies and the diffraction effects associated with them (e.g., diffraction is not considered by phonon tracing). Given the mid and high frequency assumption, all reflections in the phonon tracing method are handled in the same manner - they are reflected with respect to the surface normal (e.g., they are treated as being purely specular). Finally, phonon tracing is a deterministic approach. In contrast to sonel mapping, tracing of a phonon is not terminated based on the value of a randomly generated number (e.g., using a Russian roulette approach), but rather, termination occurs after a phonon has been reflected a pre-defined number of times or after its energy level has decreased below some pre-defined threshold value.
3.2.2.3 Beam Tracing

Beam tracing was initially introduced in the area of computer graphics by Heckbert and Hanrahan [80] and later applied to acoustical modeling. Rather than tracing single linear rays from the source through the environment, beam tracing algorithms emit and trace pyramidal beams. An intersection test between the beam and the polygons comprising the environment is made. If an intersection is found, the original beam is clipped to remove any shadow region and a transmission beam, corresponding to the shadow region is constructed. The transmission beam is then mirrored over the plane of the intersecting polygon. Beam tracing exploits geometric coherence since a single beam represents multiple rays and thus allows for large speedups when compared to conventional ray tracing. Beam tracing does not share the sampling artifacts associated with ray tracing (e.g., aliasing) or the overlap problems of cone tracing [64]. However, as opposed to conventional ray tracing, beam tracing is a much more time consuming and computationally intensive algorithm [83] given the complexity in performing the intersections between a beam and a polygon.

Funkhouser et al. [64, 180] developed an acoustical modeling approach based on beam tracing to model the early portion of the room impulse response and a statistical approximation to model the late portion of the room impulse response. They overcome the main limitation associated with beam tracing methods (e.g., the difficulty in tracing beams through three-dimensional space in order to generate propagation paths quickly and the ability to handle edge diffraction), through the use of a winged edge data structure [13]. The winged edge data structure allows sequences of surface and edge scattering to be precomputed and stored and later used to compute propagation paths to arbitrary receiver positions to allow for real-time auralization during interactive use by a user. Their method is composed of four phases, the first two of which are executed off-line prior to the start of the simulation. In the first phase (the spatial subdivision phase), spatial relationships between the polygons comprising the environment are computed and stored in a cell adjacency graph data structure. In the second phase (the beam tracing phase) separate beams to account for transmission, diffraction and reflection are emitted from each sound source and traced in order to construct a beam tree data structure. The beam tree data structure records the region of space reachable by each sequence of reflection and transmission paths from each sound source. In the third phase (the path generation phase), the beam tree data structure is used to compute the propagation paths from each sound source to the receiver. Finally, during the last phase (the auralization phase), the impulse response is used to develop a filter that, when convolved with an anechoic sound, results in a spatialized sound. Although the system is capable of providing interactive update rates and account for wedge diffraction effects, it is still a research prototype and
does have its share of limitations [64]. In particular: i) the scene model must consist of planar polygons only, ii) diffuse reflections are not accounted for, iii) surface dimensions must be greater than the wavelength of audible sound, iv) valid only for three-dimensional models without highly faceted surfaces and v) the majority of occluding and reflecting surfaces of the environment must be static throughout the simulation.

3.2.2.4 Combined Methods

In addition to methods relying on a single approach to modeling the acoustics of an environment, many approaches combine multiple techniques, taking advantage of the strengths associated with each separate technique. Lewers [104] combined beam tracing with radiant exchange methods (e.g., radiosity). Beam tracing using a triangular beam tracing model (a triangular beam is defined by a central axis and three bounding planes, each forming a side of the beam) is used to find the image sources (specular reflections), of a particular room, in essence, computing the early portion of the impulse response. The latter (reverberant) portion of the room impulse response is determined using a radiant exchange model based on a network topology. Each surface is replaced by a node and sound paths between surfaces are replaced with lines (connections) between nodes. The connections indicate the movement of diffuse energy between nodes (surfaces) based on a form factor (that describes the fraction of energy leaving one node and arriving at another) between them.

Monks et al. [131] combined the image source and beam tracing approaches to model the early portion of the room impulse response and used a statistical model to approximate the latter portion of the room impulse response. Another example includes combining both image source and ray tracing approaches to predict the acoustics of ancient open-air theaters [118].

3.2.3 Diffraction Modeling

Since the dimensions of many of the objects/surfaces encountered in our daily lives are within an order of magnitude as the wavelength of audible sounds, diffraction is an elementary means of sound propagation, especially when there is no direct path between the sound source and the receiver. Many auralization methods are based on geometric acoustics. They assume sound is a ray phenomena [48] and model all interactions between a sound ray and objects/surfaces as specular, thus ignoring important effects such as diffraction and diffusion. Although ray-based approaches are simple to model and implement, they are valid primarily for higher frequency sounds where reflections
are indeed primarily specular. In addition, they typically ignore the wave-length of sound and any phenomena associated with it, including diffraction \cite{38, 100, 178, 180}. However, failure to account for diffraction can lead to a non-realistic auditory simulation.

That being said, a limited number of research efforts have investigated acoustical diffraction modeling. The beam tracing approach of Funkhouser et al. \cite{64, 180} described in the previous section includes an extension capable of approximating diffraction. Their frequency domain method is based on the uniform theory of diffraction (UTD) \cite{93}. Validation of their approach by Tsingos et al. \cite{179} involved a comparison between the actual measured impulse response in a simple enclosure (the “Bell Labs Box”) and the impulse response obtained by simulating the enclosure. According to Tsingos et al., their combined technique was the first instance to use a physically-based diffraction model to produce interactive rate sounds in a complex virtual environment.

Tsingos and Gascuel \cite{181} developed an occlusion and diffraction method that utilizes computer graphics hardware to perform fast sound visibility calculations that can account for specular reflections (diffuse reflections are not considered), absorption and diffraction caused by partial occluders. Specular reflections are handled using an image source approach. Diffraction is approximated by computing the fraction of sound that is blocked by obstacles between the path from the sound source to the receiver by considering the amount of volume of the first Fresnel ellipsoid that is blocked by the occluders. A visibility factor is computed using computer graphics hardware. A rendering of all occluders from the receiver’s position is performed and a count of all pixels not in the background is taken (pixels that are “set” e.g., not in the background, correspond to occluders). Their approach handles a discrete set of frequency bands ranging from 31Hz to 8kHz and is primarily focused on sounds for animations. Although experimental results are not extensive, their approach is capable of computing a frequency dependent visibility factor that, unlike other ray-based approaches, takes advantage of graphics hardware to perform this in an efficient manner. Although their approach is not completely real-time, it is “capable of achieving interactive computation rates for fully dynamic complex environments” \cite{181}.

Tsingos and Gascuel later introduced another occlusion and diffraction method based on the Fresnel-Kirchoff optics-based approximation to diffraction \cite{180, 182}. As with the Huygens-Fresnel approximation, the Fresnel-Kirchoff approximation is based on Huygens’ principle. The total unoccluded sound pressure level at some point $p$ in space is determined by calculating the sound pressure of a small differential area $dS$ and integrating over the closed surface enclosing $p$ (see Tsingos and Gascuel \cite{182} for further details regarding this calculation in addition to an algorithm outlining the method). After determining the total unoccluded sound pressure arriving at point $p$ from a
sound source, diffraction and occlusion effects are accounted for by computing an *occlusion depth-map* of the environment between the sound source and the receiver (listener) using computer graphics hardware to permit real-time operation. Once the depth-map has been computed, the depth of any occluders between the sound source and the receiver can be obtained from the Z-buffer whereby “lit” pixels correspond to occluded areas. The diffraction integral described by the Fresnel-Kirchoff approximation is then approximated as a discrete sum of differential terms for every occluded pixel in the Z-buffer. Given the use of graphics hardware, their method is fast and is well suited to the interactive auralization of diffracted energy maps. Comparisons for several configurations with obstacles of infinite extent between their method and between boundary element methods (BEMs), gives “satisfactory quantitative results”.

Various other research efforts have examined non-geometric acoustics based diffraction modeling. Torres et al. describe a time-domain model based on the Biot-Tolstoy-Medwin technique, that computes edge diffraction components and combinations of specular and diffracted components. Lokki et al., Calamia et al. and Svensson et al. have also investigated diffraction modeling based on the Biot-Tolstoy-Medwin technique. The method of Calamia et al. provides an integrated approach to acoustical modeling whereby intermediate values typically used in diffraction calculations using the Biot-Tolstoy-Medwin technique are exploited to find specular reflections as well. Such techniques are currently not applicable to interactive applications due to complexity issues and are therefore not considered further here.

Finally, the approaches presented above describe physical-based solutions. In contrast to highly detailed physical approaches, Martens et al. describe a perceptually-based solution to the diffraction of sound by an occluder of “low computational cost that is capable of producing distinctive auditory spatial images associated with identifiable effects”. Their approach consisted of three phases. In the first phase, acoustical measurements of an actual occluder were made in an anechoic chamber. Next, a digital filter model was designed to account for the observed effects to the impulse response depending on the occluder’s size, position and orientation. Finally, based on the constructed filter model, experimental stimuli were prepared and presented to human listeners in order to determine the variation in human response due to variations of the model parameters.
3.3 Summary

Current approaches to computational acoustical modeling can be broadly divided into two categories; wave-based modeling and ray-based modeling [160]. With wave-based methods, the objective is to solve the wave equation, also known as the Helmholtz-Kirchoff equation, to recreate a particular sound field. Unfortunately, an analytical solution to the wave equation is rarely feasible [160] and wave-based methods use numerical approximations, such as finite element methods (FEM), boundary element methods (BEM) and finite difference time domain methods (FDTD) instead [160]. These approximations are computationally very expensive, and therefore, such techniques are currently beyond our computational ability for all but very simple, trivial scenarios.

In a manner similar to geometric optics, ray-based acoustical modeling assumes sound acts as rays and light (visual) based rendering techniques are used to model the acoustics of an environment. Essentially, the propagation paths taken by the rays are found by tracing (following) these acoustical rays. Mathematical models are used to account for source emission patterns, atmospheric scattering, absorption of a sound ray by the medium itself and the interactions with any surfaces/objects a ray may encounter. Ray-based methods are fairly simple to model and are widely used in acoustical modeling applications. Unfortunately, they are only valid for higher frequency sounds where reflections are typically specular. Ray-based methods ignore the wavelength of sound and phenomena associated with wavelength. By ignoring such phenomena, they can only accurately model the early portion of the room impulse response (echogram). Ray-based methods also fail to properly account for diffuse reflections, leading to higher predicted reverberation times and generally, a decrease in the overall quality of the auralization.

In this and the previous sections a review of various existing acoustical modeling techniques and approaches have been presented. The focus on the following section switches to the global illumination method photon mapping. As sonel mapping is itself based on photon mapping, a detailed description is provided here of the photon mapping technique.

3.4 Photon Mapping

In parallel with the development of acoustical modeling algorithms, the computer graphics research community was developing sophisticated algorithms for modeling the energy transport associated with light. Early algorithms
based on polygon coloring [83], ray tracing [6, 69] (also known as ray casting [83]), were being augmented with more global energy distribution algorithms such as radiosity [46, 70] and photon mapping [84]. Photon mapping is perhaps the most sophisticated of these algorithms, in that it can be viewed as a general algorithm for modeling the transmission and interaction of energy. This dissertation adapts the photon mapping approach to the modeling of the transmission of acoustical energy (sound). This section reviews the basic theory behind photon mapping and identifies its limitations with respect to acoustical modeling.

Photon mapping is a two-pass method that is used to approximate the rendering equation initially proposed by Kajiya [86]. According to the rendering equation, the outgoing radiance (power per unit projected area perpendicular to the ray per unit solid angle in the direction of the ray [46])

\[ L^\circ(x, \vec{\omega}) \], at a point \( x \) on a surface \( S \) in the direction \( \vec{\omega} \) is equal to the radiance emitted at point \( x \) by the surface itself \( L_e(x, \vec{\omega}) \), in addition to any incoming radiance reflected at point \( x \) in the direction \( \vec{\omega} \). This reflected radiance, denoted as \( L_r(x, \vec{\omega}) \), includes any radiance reaching point \( x \) from all incoming directions \( \vec{\omega}' \) (and then reflected in direction \( \vec{\omega} \)) including any radiance coming directly from sources, or radiance which has been reflected off of other surfaces in the environment one or more times prior to reaching point \( x \). The relationship between the radiance incoming from direction \( \vec{\omega}' \) at point \( x \) and the radiance reflected in direction \( \vec{\omega} \) once again at point \( x \), is summarized by the bi-directional reflectance distribution function (BRDF) \( f_r(x, \vec{\omega}', \vec{\omega}) \). Given these considerations, mathematically, the reflected radiance term \( L_r(x, \vec{\omega}) \) is given by

\[
L_r(x, \vec{\omega}) = \int_{\Omega} f_r(x, \vec{\omega}', \vec{\omega}) L_i(x, \vec{\omega}') (\vec{\omega}' \cdot \vec{n}) d\vec{\omega}'
\]

where, \( L_i(x, \vec{\omega}') \) is the incident radiance at point \( x \), incoming from direction \( \vec{\omega}' \), \( n \) is the surface normal vector at point \( x \) and the domain \( \Omega \) is the unit hemisphere centered about point \( x \). Given the different types of reflection phenomena associated with light waves (e.g., diffuse, specular and glossy), the BRDF can be further sub-divided into two parts, a specular/glossy component and a diffuse component, \( f_{r,S} \) and \( f_{r,D} \) respectively. The incoming radiance \( L_i(x, \vec{\omega}') \) can be divided into a sum of the following three components

\[
L_i(x, \vec{\omega}') = L_{i,l}(x, \vec{\omega}') + L_{i,c}(x, \vec{\omega}') + L_{i,d}(x, \vec{\omega}')
\]  

where,

\( L_{i,l}(x, \vec{\omega}') \) is the incoming radiance coming directly from the light sources without being reflected.

\( L_{i,c}(x, \vec{\omega}') \) is the incoming radiance resulting from caustics or in other words,
indirect energy from light sources that has been reflected specularly or transmitted through a surface.

$L_{i,d}(x, \tilde{\omega}')$ is the incoming radiance via diffuse reflections.

With this decomposition of the BRDF and the incoming radiance, the reflected radiance $L_r(x, \tilde{\omega})$ can finally be divided into a sum of four terms, each term accounting for either the direct, diffuse, specular, or caustic illumination, representing the total reflected radiance at point $x$ in direction $\tilde{\omega}'$. Each term is computed by considering all incoming directions over a hemisphere centered around point $x$ using integration. Hence, the reflected radiance can be decomposed into a sum of four integrals which describe the following components:

1. Direct illumination: $\int_\Omega f_r(x, \tilde{\omega}', \tilde{\omega}) L_{i,d}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$

2. Specular and glossy reflection:
   $\int_\Omega f_{r,S}(x, \tilde{\omega}', \tilde{\omega}) (L_{i,c}(x, \tilde{\omega}') + L_{i,d}(x, \tilde{\omega}')) (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$

3. Caustics: $\int_\Omega f_D(x, \tilde{\omega}', \tilde{\omega}) L_{i,c}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$

4. Diffuse reflections: $\int_\Omega f_{r,D}(x, \tilde{\omega}', \tilde{\omega}) L_{i,d}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$

Finally, the outgoing radiance $L_o(x, \tilde{\omega})$ is given as the sum of any radiance emitted by the surface at point $x$ in direction $\tilde{\omega}$ ($L_e(x, \tilde{\omega})$) and any radiance reflected at point $x$ in direction $\tilde{\omega}$ ($L_r(x, \tilde{\omega})$) [84]

$$L_o(x, \tilde{\omega}) = L_e(x, \tilde{\omega}) + L_r(x, \tilde{\omega})$$

$$= L_e(x, \tilde{\omega}) + \int_\Omega f_r(x, \tilde{\omega}', \tilde{\omega}) L_{i,d}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$$

$$= L_e(x, \tilde{\omega}) + \int_\Omega f_r(x, \tilde{\omega}', \tilde{\omega}) L_{i,d}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}' +$$

$$\int_\Omega f_{r,S}(x, \tilde{\omega}', \tilde{\omega}) (L_{i,c}(x, \tilde{\omega}') + L_{i,d}(x, \tilde{\omega}')) (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}' +$$

$$\int_\Omega f_D(x, \tilde{\omega}', \tilde{\omega}) L_{i,c}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}' +$$

$$\int_\Omega f_{r,D}(x, \tilde{\omega}', \tilde{\omega}) L_{i,d}(x, \tilde{\omega}') (\tilde{\omega}' \cdot \tilde{n}) d\tilde{\omega}'$$

Photon mapping is a two-pass process. In the first pass, photons are emitted from each light source and traced through the scene until they interact with a surface. Once they encounter a diffuse surface, they are stored in a structure called a photon map. In the second stage, the scene is rendered using the information provided by the previously collected photon map to provide a
quick estimate of the reflected radiance. In addition, distribution ray tracing is employed to accurately model specular and caustic effects.

A brief description regarding the two stages of photon mapping and how these two stages are used to solve the computation of a very complicated integral (e.g., the integral of Equation 3.3) are provided in the following sections. A complete and detailed mathematical derivation of the rendering equation as well as a detailed description regarding the use of photon mapping to solve the decomposed rendering equation is given by Jensen [84].

3.4.1 Stage One: Photon Pass

During the first stage, photons are emitted from each light source in the scene in a manner dependent on the type of light (for example, when considering a point light source, photons are emitted uniformly in all directions). Each photon has an associated position (x,y,z coordinates corresponding to the point of intersection between the photon and the encountered surface), incoming direction (azimuth and elevation angles, $\theta$ and $\phi$ respectively) and power. Any type of light source can be modeled, including a point light source or a light which is square, spherical or directional. However, its total power is typically divided equally amongst all the photons it emits. Each emitted photon is traced through the scene using photon tracing, a technique similar to standard ray-tracing [84]. Upon encountering a surface, the photon can be either reflected, transmitted or absorbed by the surface. Which of these three events actually occurs is chosen probabilistically using a Russian roulette strategy [7] (see Appendix B).

When the encountered surface is diffuse or glossy (non-specular), the photon’s information is updated (e.g., the position of the point of incidence and incident direction) and the photon (along with its updated information), is stored in the global photon map. The photon is then reflected in a randomly chosen direction in the hemisphere above the intersection point. When the encountered surface is purely specular (e.g., a mirror), the photon is not stored in the global map but rather, reflected with a reflectance angle equal to the angle of incidence (e.g., pure specular reflection). Photons encountering specular surfaces are not stored in the global map as such an interaction would not provide any significant information given the small probability of matching an incoming photon from the specular direction [84]. To handle caustics, a separate photon map known as a caustic map is used to store caustic illumination or in other words, photons which have encountered a diffuse or glossy surface after previously being reflected specularly. Once such a photon encounters the diffuse surface, the photon, along with its relevant information, is stored in the
caustic map and terminated (e.g., not reflected anymore). Stage one is indepen-
dent of the camera (viewing) position.

### 3.4.2 Stage Two: Rendering

Once the global and caustic photon maps have been created, scene rendering begins. Rendering is accomplished using distribution ray tracing whereby the value (radiance) of each pixel is determined by averaging the value of the radiance encountered by several rays at their first points of intersection after tracing the rays from the “camera” position, through the pixel and into the scene. The value of the radiance at each point of intersection is calculated by solving the rendering equation (Equation 3.3), which contains the four separate integral terms used to describe the reflected radiance. For each of the integrals, either an approximate or an accurate solution is obtained. Depending on which component of the expanded reflected radiance term \( L_r(x, \omega) \) and whether an accurate or approximate solution is being sought, the photon maps may or may not be used. The radiance leaving a surface is estimated using the photons stored in the photon map and thus can be formulated as a *density estimation* problem where the goal is to estimate some probability density function (pdf), in this case representing the radiance leaving the surface, given a number of observed samples (the collected photons) \([173]\). Various density estimation techniques can be used to estimate the pdf, including the *histogram* method \([176]\), *kernel* method \([170]\) and finally, the method used in photon mapping, the *nearest neighbor* method \([170]\). With the nearest neighbor method, the radiance of a point is estimated by considering some pre-defined number of photons around the point of interest. Density estimation can be a complex and compute intensive task requiring a substantial amount of time to compute and a large amount of memory storage.

An accurate solution to the direct lighting component is computed using ray tracing methods. At the point of interest \( x \), and for each light source, a ray, referred to as a “shadow ray”, is emitted and traced towards the light source (depending on the type of light source, multiple shadow rays may be emitted). If the ray encounters any objects/surfaces, then there is no direct lighting contribution from that particular light source otherwise, its contribution is included in the rendering equation. An approximate solution to the direct lighting component can be obtained by simply using the global photon map (e.g., the diffuse components only).

The specular and glossy components are computed without the use of the photon map as it would require the storage of a large amount of photons to obtain an accurate solution. Instead, this component is computed using Monte-Carlo ray tracing techniques whereby the integral is evaluated using Monte-
Carlo sampling techniques. Caustics are computed accurately using the caustic photon map created in the first pass. Finally, an approximate solution to the term representing multiple diffuse reflections can be obtained using the global photon map directly. For an accurate evaluation, Monte-Carlo ray tracing with importance sampling is used instead.

### 3.4.3 Photon Mapping and Acoustical Modeling

Although sound and light are both wave phenomena and share many properties and characteristics (e.g., wavelength, frequency and amplitude), there are also many differences between them arising from the fact that sound waves are one type of a *mechanical* wave whereas light waves are a type of an *electromagnetic* wave. Mechanical waves propagate through disturbances of a medium (e.g., air or water). The particles of the medium do not move with the wave but rather oscillate about their equilibrium position while energy is being moved [198]. Electromagnetic waves are formed when an electric field is coupled to a magnetic field (at right angles to each other) and together as a structure propagate through space [198]. In contrast to mechanical waves, electromagnetic waves do not require a medium to propagate and can therefore propagate in a vacuum or empty space. In addition, there are many properties associated with electromagnetic waves, such as polarization (which specifies the direction of the electric field), which do not apply to mechanical waves. Given these differences, one cannot simply apply photon mapping or any other computer graphics (image synthesis) based method directly to the task of acoustical modeling. In addition to the differences in wavelength between sound (0.02m to 17m) and light (about 400nm to 700nm), there are also several major differences associated with the propagation of sound and light. The fundamental differences between the propagation of light and sound waves that must be addressed by any acoustical modeling method are as follows [146, 163]:

1. Slower propagation speed of sound.

2. Greater attenuation (damping) of sound by the medium (air).

Although dependent on medium temperature, for most practical purposes, the speed of sound in air can be approximated by $343 \text{m} \cdot \text{s}^{-1}$ [48], rather slow when compared to speed of light $299,792,458 \text{m} \cdot \text{s}^{-1}$. When considering light propagation, given the high velocity of light, propagation delay effects are almost negligible and it is typically safe to assume propagation is instantaneous in our natural surroundings (except perhaps when considering objects traveling at or near the speed of light). On the contrary, we are clearly capable of
detecting (perceiving) the propagation delays of sound as it arrives from the sound source to the receiver both directly and indirectly via reflections. Similarly, the attenuation of light by the medium is so small that it is ignored by the conventional image rendering algorithms that assume light only interacts with surfaces/objects except in unusual situations such as when light passes through fog, clouds or smoke [163, 169]. The attenuation of sound by the medium (e.g., air) cannot be ignored since it can be significant and can certainly be perceived by humans. In fact, the absorption of the higher frequency components of sound varies as a function of distance, providing a cue to the distance between the sound source and human observer [33].

In addition to these fundamental differences, another difference between light and sound waves, is the coherence of sound waves as opposed to the incoherence of light waves (except for lasers which are also coherent) [64]. In other words, depending on the phase difference between the two sound waves, the waves may interfere with each other either constructively (no phase difference) or destructively (differing phase). As a result, phase must be considered by any simulation involving sound and furthermore, since the phase of a wave in such a simulation is determined by the distance traveled (e.g., the “path length”), this path length must be computed accurately [64]. Since light waves are incoherent, the phase relationship between two light waves does not need to be considered by any simulation.

3.4.4 Photon Mapping Summary

Photon mapping is a two-pass “particle-based”, probabilistic global illumination method developed by Jensen in 1995 in order to determine the illumination at any point in a scene. In the first pass, “photons” (the basic quantity of light) are emitted from each light source and traced through the scene until they interact with a surface. When photons encounter a diffuse surface, they are stored in a structure called a photon map. In the second stage, the scene is rendered using the information provided by the previously collected photon map to provide a quick estimate of the diffuse reflected illumination. Distribution ray tracing is employed to model specular effects. Photon mapping is independent of the scene geometry, thereby allowing for the illumination of arbitrary complex scenes to be computed. In addition, it can handle complex interactions between light and a surface, including pure specular, pure diffuse and glossy reflections and any combination of them. Before applying photon mapping to the task of acoustical modeling, several differences between the propagation of light and sound must be addressed. In particular, the slower propagation speed of sound and the attenuation (damping) of sound by the air must be accounted for. Recently, an acoustical modeling algorithm inspired by
photon mapping termed sonel mapping, has been developed. Sonel mapping, a stochastic particle-based method developed by Kapralos et al. [89], is capable of modeling specular and diffuse reflections and diffraction in a simple manner at a fraction of the computation time when compared to existing deterministic approaches. It provides the possibility of exploring arbitrarily long paths that may not necessarily be explored using other, deterministic approaches, allowing the accuracy of the simulation to be improved by increasing the number of samples initially emitted from a sound source.
Chapter 4

Sonel Mapping

This chapter details the sonel mapping method\(^1\). The chapter begins with an overview of sonel mapping followed by a detailed description regarding its probabilistic framework, outlining the modeling of the interaction between sound particles and surfaces they encounter, including specular and diffuse reflections, absorption and diffraction.

4.1 Defining the Problem and the Approach

Sound waves are a mechanical wave phenomenon that result from the rapid variations in air pressure (e.g., the back and forth oscillation of the molecules comprising the medium) caused from the vibrations of an object. Although individual molecules oscillate about their equilibrium positions, they do not move with the wave. What does move is energy. In other words, sound waves transport acoustical energy. After being emitted from sound sources, the waves propagate through the environment, interacting with objects/surfaces they may encounter and with the medium itself. Some of the waves may also reach a receiver (listener). An example illustrating the propagation of sound waves is provided in Figure 4.1(a) where reflections of ultrasound wave fronts in a cross-sectional model of the Gewandhaussaal hall in Leipzig [151] is shown.

\(^1\)A condensed description of the sonel mapping method appears in [92].
Figure 4.1: Sound propagation example. (a) Reflections of ultrasound wave fronts in a cross-sectional model of the Gewandhaussaal hall in Leipzig photographed using Schlierin photography [159] (reprinted from [151]). (b) Sound approximated as acoustical particles (or acoustical rays). Sound particles/rays emitted from the sound source propagate within the environment, interacting with any objects-surfaces they may encounter and may eventually reach the receiver (listener).
As previously described, the goal of auralization is to recreate a particular listening environment, taking into account the acoustics of the environment and the characteristics of the listener. The pressure (e.g., force per unit area) at every point of wave propagation can be described by and the wave therefore satisfies, the wave equation, also known as the Helmholtz Kirchoff equation \[30\]. By solving the wave equation for every time instance and for every position within a particular environment, a particular soundfield can, in theory, be completely recreated. Unfortunately, an analytical solution to the wave equation is rarely feasible (perhaps only in some very simple and trivial scenarios) and beyond our current analytical and computational reach. As a result, the propagation of energy contained in a wave, be it a sound wave or any other type of wave, must be approximated using other techniques instead (e.g., image sources, acoustical ray tracing, acoustical radiosity - see Chapter 3 for greater details regarding such approximations). The sonel mapping technique described here is one such approximation.

Sonel mapping is a two-stage, Monte-Carlo particle-based algorithm. At each sound source, acoustical modeling is approximated by emitting one or more sound particles (sound elements or “sonels”) from sound sources and tracing these sonels through the environment while handling the interactions with any objects/surfaces they may encounter. Figure 4.1(b) provides a graphical illustration of the problem to be solved. Sonels are emitted from sound sources in a manner specified by the sound source distribution function that describes the directional and frequency distribution of each sound source. Once they are emitted, sonels are traced through the environment and interact with objects/surfaces they may encounter.

As sonels move through the environment they contribute to the sonel map. The sonel map is used in a second stage of the algorithm to provide an estimate of the sound energy incident at a particular point in the scene. An overview of the sonel mapping method in addition to greater details regarding the two stages comprising the algorithm, is presented below.

### 4.2 Sonel Mapping Overview

The main concept in sonel mapping (as in photon mapping) is to trace the energy propagation from the sound sources through the environment (scene) while recording the interaction with any surfaces this energy may encounter in the sonel map (see Figure 4.2(a)). The sonel map is global data structure that stores acoustical energy as points. Once the sonel map has been constructed, using density estimation techniques, it allows for a very quick estimate of the
sound energy at some point within the model to be made by considering the information within the sonel map only. In other words, the information can be re-used many times over without having to re-compute it using Monte-Carlo ray tracing. This can lead to tremendous computational time savings. Only sonels that are incident upon a diffuse surface are stored in the sonel map. Storing sonels incident on specular surfaces does not provide any useful information since the probability of having a matching sonel from the specular direction is small (zero for a perfect specular surface) and therefore, specular reflections are best handled using standard ray-tracing [84]. In addition, since the Huygens-Fresnel principle is formulated for the energy transfer between a sound source and a receiver, the diffracted energy reaching a receiver is determined in the acoustical rendering stage and diffracted sonels are also not stored in the sonel map. Once the sonel map has been constructed, the complete energy transmission process is computed by tracing out from the receiver using distribution (Monte-Carlo) ray-tracing coupled with the previously constructed sonel map (see Figure 4.2(b)).

Sonel mapping is a two-stage algorithm, a sonel tracing stage followed by an acoustical rendering stage:

**Sonel tracing stage:** Construct and populate the sonel map by emitting sonels from sound sources and tracing them through the environment while handling interactions with any objects/surfaces they may encounter.

**Acoustical rendering stage:** Estimation of the echogram using distribution ray tracing from the listener’s position along with the information contained in the previously constructed sonel map.

Figure 4.3 illustrates the sonel mapping method. Prior to the simulation, a description of the scene and the model is required. The scene description provides information specific to the objects and surfaces comprising the environment including positional information (e.g., three-dimensional surface structure) along with surface characteristic properties (e.g., absorption, diffuse and specular reflection coefficient values). The sonel mapping algorithm can handle arbitrarily complex scenes and models. Sound source distribution functions that describe the frequency and directional emission patterns of each sound source are supplied in addition to sensitivity functions for each receiver.

Sonel mapping is an approximation to the actual acoustical energy transport. In reality, when a sound wave encounters a surface, multiple interactions may take place (e.g., a portion of the wave may be absorbed by the surface, reflected specularly, reflected diffusely, and diffracted). However, incorporating such multiple-interactions in any acoustical modeling algorithm can quickly lead to exponential running times making such an approach impractical for
Figure 4.2: Sonel mapping. (a) Sonels propagate from the sound sources and traced through the scene while recording the interaction with any objects/surfaces they may encounter. Depending on the type of interaction, sonels may be stored in the sonel map. (b) Once the sonel map has been constructed, the complete energy transmission process is computed by tracing out from the receiver using distribution (Monte-Carlo) ray-tracing coupled with the previously constructed sonel map.
Figure 4.3: Overview of the sonel mapping acoustical modeling method. Sonel mapping is a two-pass Monte-Carlo particle-based acoustical modeling technique. Prior to beginning the simulation, a description of the scene and the model is obtained. The scene description describes the environment to be simulated. In particular, it includes positional information for all surfaces/objects along with their corresponding surface coefficient values (e.g., absorption, diffuse and specular reflection coefficient values). The model description provides information specific to the sound sources, receivers (e.g., position in the environment, energy distribution functions etc.) and for handling interactions between the propagating sonels/acoustical visibility rays and any surface/object they may encounter. Once the scene and model descriptions have been obtained, the simulation begins. The purpose of the first stage is to populate the sonel map. The sonel map is a global structure that, for each surface, records the amount of diffusely reflected energy incident on it. Once the sonel map has been populated, the second stage (acoustical rendering) can begin. The purpose of the acoustical rendering stage is to approximate the distribution of frequency dependent energy arriving at the receiver over a period of time (e.g., to compute the echogram) by using the previously constructed sonel map coupled with distribution (Monte-Carlo) ray tracing. Provided sound sources remain static, the information contained in the sonel map does not need to be updated and therefore, to account for the changing soundfield associated with a moving receiver, only the acoustical rendering stage needs to be performed.
any real-time applications. In sonel mapping, at each point of interaction between a sonel and a surface rather than allowing multiple interactions, only one type of interaction occurs. The type of interaction that does occur is chosen probabilistically based upon characteristics of both the surface (e.g., reflection coefficient values) and of the sonel (e.g., frequency) using a Russian roulette approach. Russian roulette is an importance sampling technique used to increase the efficiency of an estimator [173]. The probability distribution function is used to eliminate portions of the domain that are not important [84]. As the number of sonels emitted from the sound source is increased (e.g., the number of samples is increased), the solution converges towards the correct result [84] and thus the approximation can model the combined sound energy propagation effects. As commonly done in various acoustical modeling applications, a sphere is used to represent a receiver [199].

In the first stage (the sonel tracing stage), sonels are emitted from each sound source and traced through the scene until they interact with a surface. Upon encountering a surface, a check is made to determine whether the sonel incident point is within the diffraction zone or non-diffraction zone. When the sonel is incident within the non-diffraction zone, the sonel will either be reflected specularly (assuming ideal specular reflection), reflected diffusely (assuming ideal or Lambertian reflection) or completely absorbed by the surface. Diffusely reflected sonels are stored in the sonel map. When the sonel is incident within the diffraction zone, a new sonel is generated and emitted by choosing a random direction over the hemisphere centered about the diffraction point or the sonel will be transmitted through the diffraction zone unaltered. In the second stage (the acoustical rendering stage), the echogram is estimated through the use of the previously constructed sonel map coupled with distribution ray tracing. Acoustical visibility rays are traced from the receiver into the scene where they may interact with any surfaces/objects they may encounter. When an acoustical visibility ray intersects a diffuse surface at point \( p \), tracing of the ray terminates and the sonel map is used to provide an estimate of the acoustical energy leaving point \( p \) and arriving at the receiver using a density estimation algorithm. The energy is scaled to account for attenuation by the medium and added to the accumulating echogram. Specular reflections are handled using the same approach as in the sonel tracing stage whereby ideal specular reflections are assumed. When an acoustical visibility ray encounters a sound source, the fraction of energy leaving the sound source and arriving at the receiver is determined, scaled to account for attenuation by the medium and then added to the accumulating echogram. Diffraction effects that occur when an acoustical visibility ray encounters an edge are handled using a modified version of the Huygens-Fresnel principle. Provided the sound source remains static, the information contained in the sonel map does not need to be updated and therefore, to account for the changing soundfield ob-
Table 4.1: Lower \( f_l \) and upper \( f_u \) and center \( f_c \) frequencies considered by the sonel mapping algorithm \[122\].

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>( f_l ) (Hz)</th>
<th>( f_u ) (Hz)</th>
<th>( f_c ) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44</td>
<td>89</td>
<td>63</td>
</tr>
<tr>
<td>2</td>
<td>89</td>
<td>177</td>
<td>125</td>
</tr>
<tr>
<td>3</td>
<td>177</td>
<td>354</td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td>354</td>
<td>707</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>707</td>
<td>1400</td>
<td>1000</td>
</tr>
<tr>
<td>6</td>
<td>1400</td>
<td>2800</td>
<td>2000</td>
</tr>
<tr>
<td>7</td>
<td>2800</td>
<td>5600</td>
<td>4000</td>
</tr>
<tr>
<td>8</td>
<td>5600</td>
<td>11300</td>
<td>8000</td>
</tr>
</tbody>
</table>

served at the receiver when the receiver is moved through the environment, only the acoustical rendering stage needs to be re-computed.

4.3 Stage One: The Sonel Tracing Stage

4.3.1 Sound Sources and Emission

Following the common approach in architectural acoustics applications the distribution of sound frequency in a given sound source is approximated by a fixed number \( N_{freq} \) of frequency bands \[122\]. Table 4.1 provides a summary of the frequency bands commonly used in acoustical applications and which is used in this work. A sound source is specified by its energy distribution function over a number of fixed frequency bands \( N_{freq} \) and each frequency band is considered separately.

For each sound source, a pre-determined number of sonels \( N_{sonel} \) per frequency band are emitted and traced through the environment. The minimum number of sonels \( N_{min} \) (e.g., \( N_{sonel} \geq N_{min} \)) that must be emitted given a receiver represented by sphere of radius \( r_k \) is \[186\]

\[
N_{min} = \frac{4 (v_s t_{max})^2}{r_k^2}
\]

where, \( t_{max} \) is the duration of the echogram and \( v_s = 343 m \cdot s^{-1} \) is the speed of sound in air. Each emitted sonel propagates a portion of the sound source energy. Accuracy of the estimation increases as more sonels are emitted. However, increasing the number of emitted sonels leads to a corresponding increase
in computation time. Given an omni-directional sound source with a power level of $L_s$ dB (for a particular frequency band), the energy $E_{\text{sonel}}$ (W·m$^{-2}$) of each sonel when emitted from the sound source is determined as \[200\]

$$E_{\text{sonel}} = \frac{10^{L_s/10}}{N_{\text{sonel}}} \times 10^{-12}. \quad (4.2)$$

### 4.3.2 Details of the The Sonel Map Data Structure

The sonel map is the acoustical analogue to the photon map used in photon mapping. The purpose of the sonel map is to store any sonels that have been reflected diffusely so that they can be used in the acoustical rendering stage to provide an estimate of the statistics of the sound energy contained at some point within the model. Figure 4.4 provides a graphical illustration of the sonels contained in the model after the sonel tracing stage has completed. Reflection order is coded by color whereby darker colored points represent a higher reflection order. As with photon mapping, the energy estimate is determined by considering the nearest sonels at a point of interest and therefore, in order for the sonel map to be practical, the data structure used to implement the sonel map must be fast with respect to locating nearest neighbors in a three-dimensional point set \[84\]. The \textit{kd-tree} is a multi-dimensional binary search tree whereby each node in the tree is used to partition one of the dimensions \[20, 21\] and as with the photon map, is used to implement the sonel map. Each node in the kd-tree contains one sonel in addition to pointers to its left and right subtrees. Each non-leaf node has one axis-orthogonal plane that stores the sonel and also cuts one of the dimensions (x, y or z) into two pieces. All sonels in the left subtree are below this plane and all sonels in the right subtree are above the plane. The kd-tree allows for the localization of sonels with a total of N sonels, in $O(N)$ running time in the worst case and $O(\log N)$ time when the tree is balanced \[84\]. Furthermore, on average, it has been demonstrated that the time taken to locate k nearest sonels in the kd-tree is $O(k + \log N)$ \[21\] \[84\] making it an efficient and practical data structure to implement the sonel map.

Once all the sonels in the model have been emitted from the sound source and the sonel map has been populated, the sonel map is balanced thus ensuring that $O(\log N)$ searches occur. The balancing operation for a sonel map with N sonels has an $O(N\log N)$ running time and in practise may take a few seconds to perform \[84\]. Provided the sound source remains static in the environment, this cost is incurred once only during the start of the simulation. Any movement of the receiver does not affect the sonel map in any manner and therefore, there is no need to update or re-compute the sonel map when only the receiver’s
Figure 4.4: Stored sonels in the model example. Points in the model corresponding to a stored sonel due to a diffuse reflection (a) 100 sonels, (b) 1000 sonels and (c) 2000 sonels). The surface absorption coefficient was set to 0.3 and the diffuse reflection coefficient to 0.7. Distance traveled (and therefore sonel energy) is coded by color whereby darker colors indicate a greater distance traveled by the sonel and therefore less energy.
position changes.

The purpose of the sonel tracing stage is to "populate" the sonel map. The sonel map records sonels which reflect off of surfaces diffusely. Upon encountering a surface for which it is determined that the sonel is reflected diffusely, the sonel will be stored in the sonel map while a "new" sonel is generated and reflected diffusely. Although specularly reflected and diffracted sonels are not stored, when the interaction between a sonel and a surface is either specular reflection or diffraction the sonel interaction still occurs (e.g., the sonel is reflected specularly or diffracted). Figure 4.5 provides a graphical overview of the processes defining the sonel tracing stage. This section provides greater details regarding each of these processes.

4.3.3 Sonel-Surface Interactions

The type of sonel-surface interaction differs depending on whether the sonel strikes the "surface" within the diffraction or non-diffraction zone (see Figure 4.16 of Section 4.5). When the sonel falls within the diffraction zone it is either diffracted or it will experience transmission. When the sonel falls within the non-diffraction zone, it is either reflected specularly, reflected diffusely or completely absorbed by the surface. Which of these three interactions occurs is determined using a Russian roulette strategy.

The decision on which interaction actually occurs is collectively decided based upon the value of a uniformly distributed random number $\xi \in [0\ldots1]$ as follows:

\[
\begin{align*}
\xi \in [0\ldots\delta] & \rightarrow \text{diffuse reflection} \\
\xi \in (\delta\ldots\delta+s) & \rightarrow \text{specular reflection} \\
\xi \in (\delta+s\ldots1) & \rightarrow \text{absorption}
\end{align*}
\]

where, $s$ and $\delta$ are the frequency dependent specular and diffuse surface coefficients respectively. In the event of a diffuse reflection, (e.g., $\xi \in [0\ldots\delta]$) the sonel is stored in the sonel map and a new sonel is created and reflected diffusely from the sonel/surface intersection point $p$ assuming ideal (or Lambertian) reflection. When the reflection is specular, (e.g., $\xi \in (\delta\ldots\delta+s)$), a new sonel is created and reflected specularly assuming ideal specular reflection. If a deterministic termination criteria whereby the sonel’s reflection count or energy dictates when the sonel is terminated, where being used each time a sonel is reflected either specularly or diffusely, its energy would be attenuated to account for absorption by the surface. In contrast, with a Russian
Figure 4.5: Stage one: the sonel tracing stage. The purpose of the sonel tracing stage is to populate the sonel map. Each sonel emitted from the sound source is traced through the environment. Upon encountering a surface at a position \( p \), one of five interactions will occur. Initially, a check is made to determine whether the incident sonel lies within the diffraction or non-diffraction zone. When the sonel is incident within the non-diffraction zone, it will be either reflected specularly, reflected diffusely or completely absorbed by the surface based on the outcome of a randomly generated number \( \xi \) and the surface characteristics (e.g., diffuse coefficient \( \delta \), specular coefficient \( s \) and the absorption coefficient \( \alpha \)).

When the interaction is a diffuse reflection, the sonel is stored in the sonel map and is reflected by assuming ideal (or Lambertian) reflection. When the interaction is specular, the sonel is reflected assuming an ideal specular reflection. When the interaction is absorption, the sonel is terminated. specularly reflected sonels are not stored in the sonel map. When the sonel incidence position is within the diffraction zone, the sonel is reflected by choosing a random direction over the hemisphere about interaction point \( p \) or is transmitted unaltered through the diffraction zone. Whether the sonel is diffracted or transmitted is determined based on the outcome of a randomly generated number \( \xi \) and the characteristics of both the surface (size or surface dimensions) and the sonel (frequency).
roulette termination criterion the sonel’s energy is not attenuated to account for surface absorption when it is reflected. Absorption with a Russian roulette strategy is handled when the sonel is completely absorbed at the surface (e.g., $\xi \in (\delta + s \ldots 1]$). If the sonel is absorbed, tracing of the incident sonel is terminated.

4.3.3.1 Specular Reflection

When a sonel is reflected specularly, the sonel is reflected assuming ideal specular reflection whereby the angle of reflection is equal to the angle of incidence (see Figure 2.7 of Section 2.2.1). Given the surface normal $\vec{n}$ and incoming direction $\omega_i$, the ideal specular reflection direction $\omega_s$ is given as

$$\omega_s = 2(\omega_i \cdot \vec{n})\vec{n} - \omega_i.$$  (4.3)

Prior to reflecting the sonel, its relevant parameters are updated to account for the intersection with the surface at point $p$. This includes adding the distance between the last intersection point and the sonel’s current intersection point to the total distance traveled by the sonel and updating the current point of intersection (e.g., the incidence point). Example simulations where a number of sonels (one, 10 and 100) are emitted from the sound source and traced through a simple box-like enclosure assuming specular reflections only are shown in Figure 4.6. In these examples, reflection order is coded by ray color whereby darker colors indicate higher reflection orders.

4.3.3.2 Diffuse Reflection

When a sonel is reflected diffusely, the information contained in the incident sonel is updated (e.g., the point of interaction on the surface $p$ and distance traveled) and the sonel is stored in the sonel map (see Section 4.3.2 for further details regarding the sonel map). A new sonel is then generated and reflected assuming ideal (or Lambertian) diffuse reflection whereby the reflected direction is perfectly random over the hemisphere surrounding $p$ with a probability proportional to the cosine angle with the surface normal. Given two uniformly distributed random numbers $\xi_1 \in [0 \ldots 1]$ and $\xi_2 \in [0 \ldots 1]$, the randomly reflected direction $\omega_d$ is given as

$$\omega_d = (\theta, \phi) = \cos^{-1}(2\pi \xi_2, \sqrt{\xi_1}),$$  (4.4)

where, $(\theta, \phi)$ are spherical coordinates $(\phi$ is the angle with the surface nor-
Figure 4.6: Specular reflection example. Emitting sonels from the sound source ((a) one sonel, (b) 10 sonels and (c) 100 sonels) and tracing them through the environment assuming specular reflections only. Sonels are terminated using a Russian roulette termination criterion. Reflection order is coded by ray color whereby darker colors indicate higher reflection orders.
mal and $\theta$ is the rotation around the normal). Example simulations where a number of sonels (one, 10 and 100) are emitted from the sound source and traced through a simple box-like enclosure assuming diffuse reflections only are shown in Figure 4.7. As with the specular reflection examples, darker ray colors indicate higher reflection orders.

4.3.3.3 Diffraction

Being within the diffraction zone, the sonel incident position may not necessarily fall on the edge itself. However, the sonel is projected perpendicularly on to the edge. The projected position on the edge is denoted by $p_{\text{edge}} = (x_{\text{edge}}, y_{\text{edge}}, z_{\text{edge}})$. Diffraction is modeled using a modified version of the Huygens-Fresnel principle off of the edge to which it is closest. The Huygens-Fresnel principle provides an expression for the amount of energy leaving a sound source and arriving at a receiver in the unoccluded scenario (e.g., no obstacles or obstructions in the path between the sound source and receiver). The modifications made to the original Huygens-Fresnel principle account for the scenario where there is an edge between the sound source and receiver (e.g., the path between the sound source and receiver is occluded). The amount of energy reaching the receiver from the sound source is determined as in the original formulation but the energy is scaled by a visibility factor that describes the fraction of the path between them that is occluded. Diffracted sonels are not stored in the sonel map. When the sonel/surface interaction is diffraction, the sonel is reflected in a random direction ($\theta, \phi$) over the hemisphere surrounding point $p_{\text{edge}}$ (see Figure 4.8). The receiver can be positioned anywhere relative to the sound source. Although no energy calculations between a sound source and receiver are made, reflecting the sonel in the hemisphere surrounding $p_{\text{edge}}$ accounts for the fact that the receiver can be positioned anywhere relative to the sound source provided the edge separates them.

4.4 Stage Two: The Acoustical Rendering Stage

A graphical summary of the acoustical rendering stage is provided in Figure 4.9. The purpose of the acoustical rendering stage is to estimate the frequency dependent echogram (echogram for each of the frequency bands) through the use of the previously constructed sonel map coupled with distribution (Monte-Carlo) ray tracing. A number ($N_{\text{rays}}$) of frequency dependent acoustical visibility rays are traced from each receiver into the scene. In addition to estimating the diffusely reflected energy (using the sonel map), specularly reflected and dif-
Figure 4.7: Diffuse reflection example. Emitting sonels from the sound source ((a) one sonel, (b) 10 sonels and (c) 100 sonels) and tracing them through the environment assuming diffuse reflections only. Sonels are terminated using a Russian roulette termination criterion. Reflection order is coded by ray color whereby darker colors indicate higher reflection orders.
fracted energy are also estimated. As with the sonel tracing stage, any combination of specular reflections, diffuse reflections and diffraction are accounted for in the acoustical rendering stage.

Each acoustical visibility ray contains information to describe the total distance it has traveled in addition to frequency. During each interaction (intersection) between an acoustical visibility ray and a position \( p \) on a surface, the distance between point \( p \) and the point \( p' \) from which the ray was last emitted/reflected/diffracted from is determined and this is added to the accumulating distance field of the ray \( r_{\text{ray}} \). When required by the simulation (e.g., when an acoustical visibility ray needs to be added to the accumulating echogram), the appropriate frequency dependent echogram “bin” (or location) is determined as

\[
b_{fi} = \left\lfloor \left( t_{\text{total}} \times \frac{1}{t_{\text{rir}}} \right) + 0.5 \right\rfloor \tag{4.5}
\]

where, \( b_{fi} \) represents bin \( i \) of the echogram corresponding to frequency \( f \), \( t_{\text{rir}} \) is the temporal resolution of the echogram (e.g., spacing between “time steps” or “bins”) and typically a resolution of about 5-10ms is sufficient \([101]\). \( t_{\text{total}} \) is the total time required for a particular sound following a particular propagation path between the sound source and receiver and is determined by dividing the total path length (distance) \( r_{\text{total}} \) by the speed of sound \( v_s = 343 \text{m} \cdot \text{s}^{-1} \)

\[
t_{\text{total}} = \frac{r_{\text{total}}}{v_s} = \frac{r_{\text{total}}}{343 \text{m} \cdot \text{s}^{-1}}. \tag{4.6}
\]

Prior to adding any energy to the echogram, the energy is scaled to account for attenuation of acoustical energy by the medium (air). Assuming planar sound waves, the attenuation of sound energy due to absorption by the air follows an exponential law \([100]\).
Figure 4.9: Stage two: the acoustical rendering stage. The purpose of the acoustical rendering stage is to estimate the frequency dependent room echogram through the use of the previously constructed sonel map coupled with distribution ray tracing to determine specular reflections and diffraction. Frequency dependent acoustical visibility rays are traced from the receiver through the scene while they interact with any surfaces/objects they may encounter. Upon encountering a sound source, a portion of the sound source’s energy (the total sound energy divided by the total number of acoustical visibility rays traced from the receiver), is added to the accumulating echogram after being scaled to account for absorption by the medium. When a sound source is encountered and the acoustical visibility ray’s order is zero, this represents direct sound energy. As with the sonel tracing stage, upon encountering a surface (provided the surface is not a sound source), a check is made to determine whether the incident acoustical visibility ray lies within the diffraction or non-diffraction zone. When the ray lies within the non-diffraction zone, it will be either reflected specularly, reflected diffusely or completely absorbed by the surface based on the outcome of a randomly generated number and the surface characteristics (e.g., diffuse coefficient \( \delta \), specular coefficient \( s \) and the absorption coefficient \( \alpha \)) using a Russian roulette approach as done in the sonel tracing stage. When the interaction is diffuse reflection, the acoustical visibility ray is terminated and the sonel map is used to provide an estimate of the sound energy leaving the intersection point \( p \) and arriving at the receiver using a density estimation algorithm. Specular reflections and absorption are handled in a manner similar to the sonel tracing stage (e.g., reflected assuming ideal reflection and completely absorbed respectively). When the acoustical visibility ray incidence position is within the diffraction zone, the ray will either be diffracted using a modified version of the Huygens-Fresnel principle or it will be transmitted through the surface unaltered. Whether the acoustical visibility ray is diffracted or transmitted is determined based on the outcome of a randomly generated number and the characteristics of both the surface (size or surface dimensions) and the acoustical visibility ray (frequency).
Relative Humidity & 63Hz & 125Hz & 250Hz & 500Hz & 1kHz & 2kHz & 4kHz \\ 
40% & 0.013 & 0.05 & 0.09 & 0.6 & 1.07 & 2.58 & 5.05 \\ 
50% & 0.009 & 0.045 & 0.08 & 0.63 & 1.08 & 2.28 & 4.2 \\ 
60% & 0.008 & 0.025 & 0.06 & 0.64 & 1.11 & 2.14 & 3.72 \\ 
70% & 0.006 & 0.02 & 0.05 & 0.64 & 1.15 & 2.08 & 3.45 \\

Table 4.2: Air attenuation coefficient \( m \) as a function of relative humidity and frequency for a temperature of 20°C and normal atmospheric pressure of \( 10^{-3} \text{m}^{-1} \).

\[ E_r = E_0 e^{-mr} \] (4.7)

where, \( E_0 \) is the original sound energy, \( E_r \) is the energy after the sound has traveled a distance \( r \) and \( m \) is the air absorption coefficient that varies as a function of the conditions of the air itself (e.g., temperature, frequency, humidity and atmospheric pressure). Expressions for the evaluation of \( m \) are provided by Bass et al. [9] and a list of values for \( m \) assuming an air temperature of 20°C and normal atmospheric pressure of \( 10^{-3} \text{m}^{-1} \) for several relative humidity levels are provided in Table 4.2.

4.4.1 Acoustical Visibility Ray-Surface Interactions

Interactions between an acoustical visibility ray and any objects/surfaces it may encounter are handled in a manner similar to the sonel tracing stage. Upon encountering a surface, a check is made to determine whether the ray/surface incidence point is within the frequency dependent diffraction or non-diffraction zone. When the ray is within the non-diffraction zone, as in the sonel tracing stage, a Russian roulette strategy is used to determine whether the acoustical visibility ray is reflected specularly, diffusely or completely absorbed. When the ray is incident within the diffraction zone it will be either diffracted off of the edge to which it is closest or transmitted through the dilated portion of the surface unaltered.

If an acoustical visibility ray encounters a sound source (represented by a sphere for the purposes of this stage), the energy propagating from the sound source to the receiver represented by this particular ray path is scaled to account for attenuation by the medium using Equation 4.7 with \( r_{total} \) assigned the total distance propagated by the acoustical visibility ray. Once the energy has been scaled to account for attenuation by the medium (air), it is added to the accumulating echogram using Equation 4.5 with \( t_{total} \) assigned the value equal to the time taken for the ray emitted by the receiver to reach the sound source.
4.4.1.1 Direct Sound

Direct sound is not explicitly accounted for (e.g., by explicitly checking whether the path between the sound source and the receiver is obstructed). Rather, direct sound reaching the receiver is measured probabilistically during the acoustical rendering stage. In particular, upon encountering a surface, a check is made to determine whether the surface belongs to a sound source. If the ray encounters a sound source directly prior to encountering any other surface (e.g., reflection order of zero), then this represents direct sound and a portion of the sound source’s energy (the total sound energy divided by the total number of acoustical visibility rays traced from the receiver), is scaled to account for attenuation by the air using Equation 4.7 with $r_{total}$ assigned the value of the distance between the sound source and receiver

$$r = \sqrt{(x_S - x_R)^2 + (y_S - y_R)^2 + (z_S - z_R)^2}$$  \hspace{1cm} (4.8)$$

where, $(x_S, y_S, z_S)$ are the coordinates of the sound source and $(x_R, y_R, z_R)$ are the coordinates of the receiver. The scaled energy is then added to the accumulating echogram using Equation 4.5 with $t_{total}$ assigned the value of the time taken for the ray emitted by the receiver to reach the sound source

$$t_{total} = \frac{\sqrt{(x_S - x_R)^2 + (y_S - y_R)^2 + (z_S - z_R)^2}}{v_s} \hspace{1cm} \frac{1}{343 m \cdot s^{-1}}$$ \hspace{1cm} (4.9)$$

4.4.1.2 Specular Reflection

Specular reflections are handled similarly to the sonel tracing stage. When the interaction at the ray/surface interaction point is determined to be specular reflection, the acoustical visibility ray is reflected such that the angle of the reflected ray equals the angle of the incidence ray with respect to the surface normal (see Section 4.3.3.1).
4.4.1.3 Diffuse Reflection

When the interaction between the acoustical visibility ray and the surface at the intersection point \( p \) is diffuse reflection, the acoustical visibility ray is terminated and the sonel map is used to provide an estimate of the sound energy leaving point \( p \). A nearest neighbor density estimation algorithm \[170\] is used to determine the diffuse energy component. An estimate of the energy at point \( p \) is made by averaging the energy of the \( n \) nearest sonels neighboring point \( p \) that are stored in the sonel map. This involves searching through the kd-tree that implements the sonel map for the \( n \) sonels that are located within a circle of radius \( r_s \) centered about the incidence point \( p \) on the surface. Although a search for \( n \) sonels is made, there may be less than \( n \) sonels that are within a distance of \( r \) to point \( p \) and therefore the estimate may be made with less than \( n \) sonels (denoted by \( n_{\text{actual}} \)).

In reality, not all sonels matching this criteria will necessarily reach the receiver however, currently it is assumed all sonels do. The total path length (\( r_{\text{total}} \)) is equal to the total distance traveled by the acoustical visibility ray (denoted by \( r_{\text{ray}} \)) in addition to the total distance previously traveled by the sonel \( r_{\text{sonel}} \) (e.g., \( r_{\text{total}} = r_{\text{ray}} + r_{\text{sonel}} \)). The energy of each sonel is scaled by \( 1 \cdot n_{\text{actual}} \) and further scaled to account for attenuation by the air using Equation 4.7 (with \( r = r_{\text{total}} \)). The scaled energy of each of the \( n_{\text{actual}} \) sonels is then added to the appropriate “bin” \( b_i \) of the accumulating echogram using Equation 4.5 with \( t_{\text{total}} \) equal to the sum between the time for the acoustical visibility ray emitted at the receiver to reach point \( p \) and the total sonel propagation time

\[
t_{\text{total}} = \frac{(r_{\text{ray}} + r_{\text{sonel}})}{v_s} = \frac{(r_{\text{ray}} + r_{\text{sonel}})}{343 \text{m} \cdot \text{s}^{-1}}.
\] (4.10)

The sonel is then terminated.

4.4.1.4 Diffraction

Being within the diffraction zone, the acoustical visibility ray incident position may not necessarily fall on the edge itself. However, the incidence position is projected perpendicularly on to the edge. The projected position on the edge is denoted by \( p_{\text{edge}} = (x_{\text{edge}}, y_{\text{edge}}, z_{\text{edge}}) \). Diffraction of an acoustical visibility ray incident within the diffraction zone is modeled off of the edge to which it is closest.

A Summary of the Huygens-Fresnel Principle: The Huygens-Fresnel principle states that every point on the primary wavefront can be thought of as a con-
tinuous, direction dependent emitter of secondary wavelets (sources) that combine to produce a new wavefront in the direction of propagation \[198\]. These secondary wavelets are emitted in a direction dependent manner, essentially scaled by an obliquity or inclination factor \( K(\theta) \) as follows \[79\]

\[
K(\theta) = \frac{1}{2} (1 + \cos(\theta))
\]

(4.11)

where, \( \theta \) is the angle between the receiver and the direction of propagation of the primary wavefront. This expanding wavefront can be divided into a number of ring-like regions, collectively known as Fresnel zones \[79\]. The boundary of the \( i^{th} \) Fresnel zone \( (Z_i) \) corresponds to the intersection of the wavefront with a sphere of radius \( r_0 + i\lambda / 2 \) centered at the receiver where, \( r_0 \) is equal to the distance between the receiver and the expanding wavefront after it has traversed a distance of \( \rho \) from the sound source. In other words, the distance from the receiver to each adjacent zone differs by half a wavelength (\( \lambda / 2 \)). Each Fresnel zone contains a number of secondary sources that are assumed to emit their energy in phase with the primary wave. The secondary sources within each Fresnel zone \( i \) contain energy collectively equal to \( E_i \) and a portion of this energy may reach the receiver. By summing the contribution of energy reaching the receiver from each of the Fresnel zones, the total energy leaving the sound source and reaching the receiver \( (E_{total}) \) can be calculated. Alternatively, it can easily be shown that the total energy is equal to half the energy of the first Fresnel zone reaching the receiver \[79\] or, mathematically

\[
E_{total} \approx \frac{|E_1|}{2}.
\]

(4.12)

Greater details regarding the Huygens-Fresnel principle, including a detailed mathematical derivation, are provided in Appendix C.

Acoustical Diffraction Using the Huygens-Fresnel Principle: Since acoustical visibility rays are propagating and interacting with objects/surfaces in the environment, an acoustical visibility ray may encounter an edge after being reflected off of a surface as opposed to coming directly from the receiver (acting as a sound source for the purpose of this stage). Hence, when referring to a receiver, this may be an actual receiver or the last interaction point between the acoustical visibility ray and the surface if the acoustical visibility ray has encountered another non-diffracting surface prior to encountering the edge. Once it is determined that an acoustical visibility ray is to be diffracted (e.g., when it falls incident within the diffraction zone of a surface), the acoustical diffraction technique to be described here utilizes the Huygens-Fresnel principle as described in the previous section to determine the acoustical energy.
reaching a receiver from a given sound source after being diffracted by an edge. Essentially, given a sound source, receiver and edge, the energy reaching the receiver is determined by dividing the initial wavefront emitted by the sound source into a number of Fresnel zones and considering the energy arriving at the receiver from the first Fresnel zone as in the unoccluded scenario described in the previous section and in Appendix C. To account for diffraction effects, a visibility factor for the first Fresnel zone is introduced. The visibility factor (denoted by $v_1$) represents that fraction of the first zone that is visible relative to the receiver.

In order to determine the energy arriving at the receiver from the first Fresnel zone, the position of one of the secondary sources within the first Fresnel zone is required. Once the position of one of the secondary sources is known, the obliquity factor $K(\theta)$ (that describes the direction dependent secondary source propagation from the sound source) and as will be described, the visibility of the zone can then be determined. The radius $\rho$ of the initial wavefront (e.g., the radius of the wavefront emitted from the sound source after it has propagated for some time $t$) is set to the distance between the position of the sound source (e.g., $S = (x_S, y_S, z_S)$) and the position on the edge ($p_{edge} = (x_{edge}, y_{edge}, z_{edge})$)

$$\rho = \sqrt{(x_{edge} - x_S)^2 - (y_{edge} - y_S)^2 - (z_{edge} - z_S)^2}.$$  

Since $\rho$ is the distance between the position of the sound source and $p_{edge}$, $p_{edge}$ must be located on the surface of the wavefront and within one of the Fresnel zones (the “initial” Fresnel zone) denoted by $Z_{init}$ and calculated as follows

$$Z_{init} = \left\lfloor \frac{r_{init} - r_o}{\lambda} + 0.5 \right\rfloor$$  

(4.13)

where, $r_{init}$ is the distance between the receiver and $p_{edge}$ and $r_o$ is the distance between the receiver and primary wavefront, given as

$$r_o = r_{SR} - \rho$$  

(4.14)

where, $r_{SR}$ is the distance between the sound source and the receiver. Although $p_{edge}$ may lie anywhere within $Z_{init}$ and not necessarily on its boundary, it is assumed that the obliquity factor is constant throughout the entire zone [79] and therefore, its position within the zone does not matter. Given the position of the secondary source in $Z_{init}$, the position of a secondary source within the first Fresnel zone ($Z_1$) can be determined. This is accomplished in two steps (see Figure 4.10):
Figure 4.10: Determining the position of a secondary source within the first Fresnel zone.

1. Rotate $p_{\text{edge}}$ such that it lies directly on the (imaginary) line between the sound source and receiver thus essentially moving $p_{\text{edge}}$ to a new position denoted by $p_\circ$.

2. Move $p_\circ$ to yet another new position ($p_1$) within the first Fresnel zone.

Determining $p_\circ$: The original position $p_{\text{edge}}$ that lies within $Z_{\text{init}}$ is rotated such that it lies directly on the (imaginary) line between the sound source and receiver. Although this can be performed using a series of rotations about the central axes, this is actually accomplished by taking the (first) point of intersection (denoted by $p_\circ$) between the sphere representing the initial wavefront and a ray (normalized vector) whose origin is the receiver position and whose direction is towards the sound source. The procedure for determining $p_1$ is summarized below.

Determining $p_1$: Once the intersection point ($p_\circ$) has been determined, it is moved to the first Fresnel zone. Referring to Figures 4.10 and 4.11, angles $\theta$ (the horizontal angle of $p_\circ$ relative to the sound source) and $\phi$ (the vertical angle of $p_\circ$ relative to the sound source) are initially equal to zero and are calculated as follows.
Algorithm 1 Procedure for determining $p_1$.

1: Set $\phi = 0$.
2: Initialize $d\phi$ to a small value.
3: Sample the “new” (updated) position $p_{\text{new}} = (x_{\text{new}}, y_{\text{new}}, z_{\text{new}})$ using the equations for the Cartesian coordinates of a sphere as given below:

\[
\begin{align*}
x_{\text{new}} &= x_S + (\rho \sin(\theta) \sin(\phi)) \\
y_{\text{new}} &= y_S + (\rho \sin(\theta) \cos(\phi)) \\
z_{\text{new}} &= z_S + (\rho \cos(\theta))
\end{align*}
\]

4: Compute the distance between the receiver and $p_{\text{new}}$.
5: Compute $r_{\text{diff}}$ (the difference in distance between $r_{\text{new}}$ and $r_o$).
6: if $(\lambda/2 - \varepsilon) \leq r_{\text{diff}} \leq (\lambda/2 + \varepsilon)$ then
7: Stop
8: else
9: Increment $\phi$ by a small amount $d\phi$ (e.g., $\phi = \phi + d\phi$) and go back to step 3.
10: end if

\[
\theta = \tan^{-1}\left(\frac{x_p - x_S}{z_p - z_S}\right), \quad \phi = \cos^{-1}\left(\frac{y_p - y_S}{\rho}\right)
\]  

(4.15)

where, $(x_S, y_S, z_S)$ and $(x_p, y_p, z_p)$ are the spatial coordinates of the sound source and $p_o$, respectively. As with $p_o$, the position of the secondary source in the first Fresnel zone ($p_1$) also lies on the surface of the sphere corresponding to the initial propagating wavefront of radius $\rho$. The difference in distance between adjacent Fresnel zones and the receiver is $\lambda/2$. Therefore, the difference in distance ($r_{\text{diff}}$) between the receiver and $p_o$ and the receiver and the secondary source in the first Fresnel zone $p_1$ must also be $\lambda/2$. Position $p_1$ is determined iteratively until $r_{\text{diff}}$ is within $\varepsilon$ of $\lambda/2$ or, mathematically,

\[
(\lambda/2 - \varepsilon) \leq r_{\text{diff}} \leq (\lambda/2 + \varepsilon)
\]  

(4.16)

where, $\varepsilon$ is an arbitrarily chosen “small” value. This procedure is summarized by Algorithm 1.

Once the position of a secondary source within the first Fresnel zone ($Z_1$) has been determined, the energy reaching the receiver from $Z_1$ can be calculated using Equation C.11 of Appendix C, which is reproduced below.
Sphere representing initial wavefront of radius $\rho$.

Figure 4.11: Spherical coordinates.

\[
E_1 = (-1)^{1+1} \frac{2K_1(\theta)E_A \rho \lambda}{(\rho + r_o)} \sin[\omega t - k(\rho + r_o)]
\]

\[
= \frac{2K_1(\theta)E_A \rho \lambda}{(\rho + r_o)} \sin[\omega t - k(\rho + r_o)]
\]  \hspace{1cm} (4.17)

where, $K_1(\theta)$ is the obliquity factor of $Z_1$, $r_o$ is the distance between the receiver and the expanding wavefront after it has traversed a distance of $\rho$ from the sound source. $t$ is the time taken for the secondary source in $Z_1$ to reach the receiver, $k = 2\pi\lambda$ is the wave-number and $E_A$ is the energy per unit area of the secondary sources within a differential area of the Fresnel zone (see Appendix C). However, to account for absorption of sound energy by the medium (air), Equation 4.17 is replaced by

\[
E_1 = K_1(\theta) \times E_o e^{-m(\rho + r_o)} \times \sin[\omega t - k(\rho + r_o)]
\]  \hspace{1cm} (4.18)

where, $E_o$ is the ray energy and $m$ is the air absorption constant that varies as a function of the conditions of the air itself. As presented above, the energy reaching the receiver from the first Fresnel zone can be calculated assuming an obstruction-free path between each zone and the receiver (e.g., the first zone is completely visible to the receiver). Edge effects are accounted for by considering the visibility weighting $v_1$ for the first zone $Z_1$ relative to the receiver, using ray casting. As shown in Figure 4.12, a number of rays (denoted by $n_{\text{rays}}$) are emitted from the receiver to uniformly sampled positions within $Z_1$ (the mathematical details regarding this procedure are provided in Section C.3).
Appendix [C], and a check is made to determine whether there is a clear path (e.g., no objects or obstructions) for each ray to propagate from the receiver to the sampled position (e.g., checking whether the particular uniformly sampled position on the first zone is visible from the receiver). A graphical illustration is provided in Figure 4.13 where an edge is placed between a sound source and receiver, partially occluding the direct path between them. Sampled positions visible to the receiver are illustrated in Figure 4.13(a) while non-visible samples are illustrated in Figure 4.13(b). The visibility weighting is determined by considering the number of visible (obstruction-free) rays ($n_{vis}$) relative to the total number of emitted rays ($N_{vis}$)

$$v_1 = \frac{n_{vis}}{N_{vis}}. \quad (4.19)$$

Taking edge effects into account, the total energy reaching the receiver from the first Fresnel zone $Z_1$ is given as

$$E_1 = v_1 \times K_1(\theta) \times E_0 e^{-m(\rho + r_o)} \times \sin[\omega t - k(\rho + r)] \quad (4.20)$$

where, $t = (r_o + \lambda/2)/v_s$ is the time taken for the secondary sources within the first Fresnel zone to reach the receiver. Since all Fresnel zones are annular regions (rings) around the sphere representing the wavefront, the secondary sources within a particular Fresnel zone (including the first), will be equidistant to the receiver and will therefore reach the receiver at the same time $t_1$ given as
Figure 4.13: Sampling a Fresnel zone in the presence of an occluding edge. (a) The portion of the rays that are not blocked by the edge. (b) The portion of the rays that are blocked by the edge.
\[ t_1 = \frac{r_1}{v_s} = \frac{r_1}{343 \text{ m} \cdot \text{s}^{-1}} \quad (4.21) \]

where, \( v_s = 343 \text{ m} \cdot \text{s}^{-1} \) is the speed of sound in air and \( r_1 \) is the distance between the receiver and the secondary source in the first Fresnel zone.

Once \( E_1 \) has been determined, it is added to the appropriate “bin” \( b_i \) of the accumulating echogram using Equation 4.5 with \( t \) equal to the time taken for the energy to reach the receiver from the first Fresnel zone in addition to the time taken for the energy to reach the first Fresnel zone from the sound source.

**Considering All Fresnel Zones:** As described, acoustical diffraction modeling is accomplished using an approximation to the Huygens-Fresnel principle whereby the energy of first Fresnel zone is considered only. Rather than considering the first Fresnel zone only, the entire sphere representing the initial wavefront emitted from the sound source is divided into a number of Fresnel zones and the energy arriving at the receiver from each of these Fresnel zones is summed to determine the amount of energy reaching the receiver. The total number of zones (\( N_{\text{zones}} \)) is determined as follows

\[ N_{\text{zones}} = \left\lfloor \frac{2\rho}{(\lambda/2)} \right\rfloor. \quad (4.22) \]

To account for diffraction effects, a visibility factor for each Fresnel zone is introduced. The visibility factor (denoted by \( v_i \)) represents the fraction of the \( i^{th} \) Fresnel zone visible from the receiver.

As with the first zone-only approximation previously described, the edge position \( p_{\text{edge}} \) is assumed to lie on the sphere representing the initial wavefront and within a particular Fresnel zone \( Z_{\text{init}} \). Given the position of the secondary source in \( Z_{\text{init}} \), the position of a secondary source within the first Fresnel zone \( (p_1) \) can be determined using the two step process previously described. Upon determining \( p_1 \), simple geometry allows for the position of a secondary source within zone \( Z_2 \) to be determined. The same reasoning can be applied to finding the position of a secondary source within the third Fresnel zone and subsequent zones until the position of a secondary source within all the Fresnel zones considered has been found (the mathematics describing this process are developed in Section C.2). Once the position of a secondary source within a zone \( Z_i \) has been determined, the energy reaching the receiver from \( Z_i \) can be calculated using Equation 4.18 which is reproduced below

\[ E_i = (-1)^{i+1} \times K_i(\theta) \times E_0 e^{-m(\rho + r_o)} \times \sin[\omega t - k(\rho + r_o)]. \quad (4.23) \]

Edge effects are accounted for by considering the visibility weighting \( v_i \) of
each zone $Z_i$ relative to the receiver, using ray casting. The visibility weighting of Fresnel zone $i$ is determined by considering the number of visible (obstruction-free) rays $n_{vis}$ relative to the total number of emitted rays $N_{vis}$

$$v_i = \frac{n_{vis}}{N_{vis}}. \quad (4.24)$$

Taking edge effects into account, the total energy reaching the receiver from zone $Z_i$ is given as

$$E_i = v_i \times (-1)^{i+1} \times K_i(\theta) \times E_o e^{-m(\rho + r_o)} \times \sin[\omega t_i - k(\rho + r_o)] \quad (4.25)$$

where, $t_i = (r_o + i\lambda/2)/v_s$ is the time taken for the secondary sources within Fresnel zone $i$ to reach the receiver. The total energy $E_{total}$ reaching the receiver from the sound source taking edge effects into consideration is determined by summing the energy reaching the receiver from each of the $N$ Fresnel zones

$$E_{total} = (v_1 \times E_1) + (v_2 \times E_2) + \cdots + (v_N \times E_N). \quad (4.26)$$

Using this approach as opposed to considering the first Fresnel zone only requires considerably more processing. In particular, the visibility factor $v_i$ will have to be determined for each zone and this can become computationally expensive depending on the number of acoustical visibility rays emitted from the receiver. As previously mentioned, the sphere representing the initial wavefront is divided into a number of Fresnel zones such that the distance between adjacent zones differs by $\lambda/2$. Therefore, given the inverse relationship between frequency and wavelength, as frequency increases, the distance between adjacent Fresnel zones decreases thus resulting in a greater number of Fresnel zones. However, an increase in the number of Fresnel zones results in a corresponding increase in the required computation time. Furthermore, as will be discussed in Section 5.1.4.5, this approach is more prone to numerical errors.

4.5 Implementation Details

For the current implementation and for all the simulations described in this dissertation, specular reflections are assumed to be ideal whereby the angle of reflection is equal to the angle of incidence (with respect to the surface normal). Diffuse reflections are assumed to be purely Lambertian and thus rather than have multiple reflections in arbitrary directions, a single reflection occurs
Figure 4.14: Approximating the propagation of sound waves in the environment along with their interaction with any objects/surfaces they may encounter.

and its direction is chosen uniformly over the hemisphere centered above the sonel/surface intersection point with a probability proportional to the cosine angle with respect to the surface normal. Diffraction is accounted for using a modified version of the Huygens-Fresnel principle. When absorption does occur, all of the sonel’s energy is absorbed and not only a portion of it. Figure 4.14 illustrates the approximations made to handle the various interactions between a propagating sonel and an object/surface it encounters. Another simplification made is with respect to the distribution of sound frequency. In particular, frequency is handled by considering a fixed number of frequency bands. Each sonel is assigned one frequency of a particular frequency band and each frequency band is treated separately.

The scene is modeled as a collection of planar, quadrilateral surfaces and each surface is represented by four vertices ($v_0, v_1, v_2, v_3$). Being a quadrilateral, each surface contains four edges (e.g., an edge between the vertices $v_0$ and $v_1$, and $v_2$, $v_1$ and $v_3$ and $v_3$ and $v_0$). A distinction is made between a diffracting and non-diffracting edge (specified in the scene description). A diffracting edge is an edge where a sonel can be diffracted off of it whereas a non-diffracting edge is an edge that is incident on to another surface and therefore, a sonel cannot be diffracted off of it (see Figure 4.15).

For the purpose of handling the modeling of acoustical diffraction, (Figure 4.16), each original surface is dilated by a sonel-frequency dependent amount equal to $\lambda/2$ (where, $\lambda$ is the wavelength). The dilated surface is divided into two zones: i) the diffraction zone and ii) the non-diffraction zone. The region on the dilated surface within a distance of $\lambda$ of the dilated surface edge comprises the diffraction zone and the remainder of the surface comprises the non-diffraction zone (Figure 4.16). The types of possible interaction experienced by the sonel will depend on which zone the sonel is incident upon. A sonel incident
**Figure 4.15:** Diffracting and non-diffracting edges defined. A diffracting edge is an edge where a sonel can be diffracted off of. A non-diffracting edge is an edge that is completely incident on to another surface and therefore, a sonel cannot be diffracted off of it.

**Figure 4.16:** Defining the diffraction and non-diffraction zones. The diffraction zone is defined as the area within $\lambda/2$ of the original (non-dilated) surface edge while the remainder of the surface comprises the non-diffraction zone. The interaction between the sonel and surface is dependent upon which zone the sonel is incident upon.

within the diffraction zone can either diffracted or transmitted though the surface. In the current implementation however, the probability of transmission is zero and therefore, when a sonel is incident within the diffraction zone it will always be diffracted. A sonel incident within the non-diffraction zone will be reflected either specularly or diffusely or will be absorbed by the surface.

The model description provides information specific to the sound sources, receivers (e.g., position in the environment, energy distribution functions etc.) and for handling interactions between the propagating energy particles (e.g., sonels) and any surface/object they may encounter.
4.6 Summary

Sonel mapping is a two-pass Monte-Carlo based approximation to recreating a sound field of a particular environment. It is a particle-based approach in which sound waves are approximated with particles that carry the relevant information necessary to simulate the propagation of sound waves emitted from a sound source propagating energy through the environment.

The first stage (the sonel tracing stage), constructs the sonel map. Sonels are emitted from each sound source and traced through the scene until they interact with a surface. Upon encountering a surface, a check is made to determine whether the sonel is within a diffraction or non-diffraction zone. When the sonel is incident within the non-diffraction zone, the sonel is either reflected specularly, reflected diffusely, or completely absorbed by the surface using a Russian roulette strategy. Diffusely reflected sonels are stored in the sonel map. When a sonel is incident within the diffraction zone, a new sonel is generated and emitted by choosing a random direction over the hemisphere centered about the diffraction point. The sonel map represents sound energy whose path contains a diffuse reflection.

In the second stage (the acoustical rendering stage), the frequency dependent echogram is estimated through the use of the previously constructed sonel map coupled with distribution ray tracing. The echogram at a receiver is determined using distribution ray tracing whereby acoustical visibility rays are traced from the receiver into the scene while recording their interaction with any surfaces/objects they may encounter. The direct sound reaching the receiver is determined when an acoustical visibility ray encounters a sound source directly. Indirect sound is approximated using stochastic (distribution) ray-tracing. When a ray intersects a diffuse surface at point \( p \), tracing of the ray terminates and the sonel map is used to provide an estimate of the acoustical energy leaving point \( p \) and arriving at the receiver using a density estimation algorithm. The energy is scaled to account for attenuation by the medium and added to the accumulating echogram. Specular reflections are handled using the same approach as in the sonel tracing stage whereby ideal specular reflections are assumed. When an acoustical visibility ray encounters a sound source, the fraction of energy leaving the sound source and arriving at the receiver is determined, scaled to account for attenuation by the medium and then added to the accumulating echogram. Diffraction effects that occur when an acoustical visibility ray encounters an edge are handled using a modified version of the Huygens-Fresnel principle.

Being a Monte-Carlo based method, sonel mapping allows for arbitrarily complex geometries, low memory consumption and the ability to provide an
“efficiency vs. accuracy” trade-off whereby the solution can be made more accurate by increasing the number of emitted sonels. Its probabilistic nature also allows for paths of sound ray propagation of arbitrary length to be explored, paths that may not necessarily be explored using deterministic approaches. Finally, although the focus of this work is acoustical modeling for the purposes of auralization, sonel mapping is not specific to acoustical wave energy propagation. Rather, sonel mapping is a framework for energy propagation despite the fact that in this work, it is used to model acoustical energy propagation. Given the appropriate model parameters (for example, source emission functions, wave/surface interaction models etc.), it can be used to model the propagation of any type of wave energy, be it sound, light etc. including any type of interaction between the wave and the medium (if a medium is required for the wave to propagate) in addition to any surfaces/objects the wave may encounter.
Chapter 5

Comparison to Physical Acoustical Properties

Despite the availability of various acoustical modeling and auralization systems (see Chapter 3), there is a lack of detailed evaluation of the effectiveness and accuracy of these systems [179]. This lack of accuracy evaluation stems from the difficulties associated with making a quantitative comparison of measured and computed impulse responses given the complexity associated with real-world environments [179]. As a result, the majority of evaluations have involved making comparisons of various properties/statistics such as reverberation time (see [100]) and/or human listening tests to validate computer simulations [5, 179]. In this dissertation, various simulations were performed with various sound source, receiver and environmental configurations (e.g., presence or absence of occluders etc.) and the results of these simulations are compared to analytical/theoretical results in order to demonstrate that sonel mapping satisfies and conforms to real-world acoustical energy propagation. This includes comparisons between measured and theoretical reverberation times and measured vs. predicted sound energy attenuation. Although desirable, validation involving human user tests is beyond the scope of this dissertation. Validation that involves comparisons between measurements made in an actual (controlled) room and the results of the same measures made in a simulation of the room are also not included. Such tests require the use of a simple controlled room (environment) where various parameters (e.g., surface reflection and absorption coefficients) can be carefully controlled in order to allow meaningful comparisons to be made. Given the lack of such available data for a simple room whose parameters can be easily controlled, constructing such an environment is also beyond the scope of this dissertation. There have been attempts to address acoustical rendering algorithms using such an approach. For example, Tsingos et al. [179] developed the Bell Lab's Box for validating sound propagation simulations however, detailed data regarding sample mea-
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver Radius ($r_k$)</td>
<td>0.15m</td>
</tr>
<tr>
<td>Source Power ($L_s$)</td>
<td>90dB</td>
</tr>
<tr>
<td>Echogram bin spacing ($t_{rir}$)</td>
<td>5ms</td>
</tr>
<tr>
<td>$d_s$</td>
<td>0.1</td>
</tr>
<tr>
<td>$n_{max}$</td>
<td>10</td>
</tr>
<tr>
<td>$N_{vis}$</td>
<td>30</td>
</tr>
</tbody>
</table>

*Table 5.1:* Sonel mapping algorithmic parameters for all simulations unless specified otherwise.

measurements made in the room are not readily available as of the writing of this dissertation. Greater details regarding potential future user testing and physical measurement comparisons are provided in Chapter 7.

The simulations described in this chapter are divided into two categories i) individual component simulations and ii) simulations involving the complete algorithm (e.g., all components working together). The individual component simulations examine various details of the components comprising the sonel mapping algorithm (e.g., its ability to model diffraction, specular and diffuse reflections and absorption). The complete simulations examine the sonel mapping algorithm as an entire system whereby each of the possible interaction types (e.g., specular and diffuse reflections, diffraction and absorption) occur. All of the simulations described in this chapter were performed using a Linux-based PC with a Pentium III 500MHz processor and 512Mb RAM. Unless specified otherwise, the sonel mapping algorithmic parameters (as described in Chapter 4) used for the simulations are summarized in Table 5.1.

5.1 Individual Component Simulations

The simulations presented in this section consider the various components comprising the sonel mapping algorithm separately. In the first simulation, a graphical illustration of the various components comprising sonel mapping are presented. In the second simulation, only diffuse reflections are considered, in the third simulation all interactions are either diffuse reflections, specular reflections or absorption and finally, diffraction is considered in isolation.
5.1.1 Graphical Illustration

In this section, a graphical demonstration of the various components comprising the sonel mapping algorithm are presented in the form of color-filled contour plots. This is accomplished by illustrating the sound energy propagation as simulated for a particular environment (room) for various sound source, receiver and occluder (edge) configurations and providing comparisons to theoretical results. The simulations were conducted in a simulated enclosure (room) of 10.00m × 8.00m × 10.00m (Figure 5.1). The frequency of the sound source was 250Hz (λ = 1.37m). The sound source was positioned at location (0.69m, 4.00m, 4.83m) and remained stationary throughout all scenarios considered while the position of the receiver was varied across the x-z plane (e.g., y-axis remained constant at y = 4.00m) in equal increments equal to λ/2 or 0.685m (the x coordinate ranged from 1.37m to 8.93m while the z coordinate ranged from 0.35m to 8.97m). A flat surface (occluding plane) 3.50m × 5.00m was positioned such that it formed a plane along the “y-z” axis (e.g., constant x). The coordinates of the vertices comprising the edge were (3.45m, 0.00m, 3.45m), (3.45m, 5.00m, 3.45m), (3.45m, 0.00m, 6.45m) and (3.45m, 0.00m, 6.45m). In all scenarios considered, unless stated otherwise, the number of sonels emitted in the sonel tracing stage was 30,000 and the number of acoustical visibility rays traced in the acoustical rendering stage was also 30,000. Greater details regarding each of the scenarios considered are provided in the following sections.
5.1.1.1 An Open Environment

In this scenario, the occluder was absent and the absorption coefficient \((\alpha)\) of each of the six surfaces comprising the room was assigned a value of one (e.g., \(\alpha = 1\)). In other words, upon encountering a surface, the sound was completely absorbed (e.g., no reflections). Since there was no obstructions present, there was a direct path between the sound source and each of the receiver positions. Furthermore, given that no sound was reflected, only direct sound could reach the receiver. Given the absence of diffuse reflections, there was no need for the sonel tracing stage and therefore, only the acoustical rendering stage was executed. The resulting contour plot is shown in Figure 5.2(a) where, receiver level (dB) is given as a function of position across the plane of constant \(y\). Receiver level decreases with increasing distance from the sound source. In Figure 5.2(b), the energy \((\text{W} \cdot \text{m}^{-2})\) across a line of positions along the x-axis of constant \(z\) (\(z = 4.80\text{m}\)) is shown (dashed blue line) illustrating the exponential decrease in energy with increasing sound source distance (energy as opposed to level is shown to illustrate the exponential decrease in energy with increasing sound source distance). Included in Figure 5.2(b) is the plot of the actual (theoretical) results (solid red line) of each corresponding measurements computed using Equation 4.7 that describes the attenuation of sound energy due to absorption by the air (see Section 4.3.3.3). The difference between the results of the simulated and actual measurements are not significantly different from each other (T value 0.28 P= 0.78 Degrees of Freedom 22).

5.1.1.2 Energy Propagation in the Presence of an Occluder Without Diffraction

This simulation is similar to the simulation presented above except for the presence of the occluder. As with the six surfaces comprising the room, the absorption coefficient of the surfaces of the occluder (both sides) was assigned a value of one (e.g., \(\alpha = 1\)) indicating that no sound was reflected off of it. The resulting plot of receiver level (dB) as a function of position across the plane of constant \(y\) is shown in Figure 5.3. As Figure 5.3(a) illustrates, given that the surfaces comprising the room and the occluder were perfect absorbers of sound energy, no sound energy could reach any receiver whose position was such that the occluder obstructed the direct path to the sound source. As a result, the sound level at such receivers was zero or in other words, these receivers were within the “shadow region” (regions of black on the plot). In Figure 5.3(b), the energy \((\text{W} \cdot \text{m}^{-2})\) across a line of positions along the x-axis of constant \(z\) (\(z = 4.80\text{m}\)) is shown (dashed blue line) illustrating the decrease of energy in the shadow region due to the presence of the occluder and hence the occlusion of
Figure 5.2: (a) Contour plot (receiver level (dB) as a function of position across a plane in the x-z axis) for the simple energy propagation simulation. (b) Energy of a line of receiver positions across the x-axis of constant z ($z = 4.8$). vs. the actual (theoretical) results.
the direct sound. Included in Figure 5.3(b) is the plot of the actual (theoretical) results (solid red line) of each corresponding measurements computed using Equation 4.7 that describes the attenuation of sound energy due to absorption by the air (see Section 4.3.3.3). In this scenario, given the presence of the (ideal) occluder, any measurements whose x-coordinate was greater than 3.45m (e.g., greater than the x-coordinate of the occluder) resulted in an energy measurement of zero. The difference between the results of the simulated and actual measurements are not significantly different from each other (T value 0.90 P = 0.93 Degrees of Freedom 22).

5.1.1.3 Energy Propagation in the Presence of Specular Reflections

In this simulation the occluder was present and only specular reflections were permitted off of the surfaces comprising the occluder in addition to the six surfaces comprising the room. The absorption and specular reflection coefficients of the surfaces comprising the edge and the room were each set to 0.1 and 0.9 respectively. As in the previously described simulations, given the absence of diffuse reflections, there was no need for the sonel tracing stage and therefore, only the acoustical rendering stage was executed. The resulting contour plot is shown in Figure 5.4(a). In Figure 5.4(b), the energy (W·m$^{-2}$) across a line of positions along the x-axis of constant z (z = 4.8m). Given the presence of the occluder, direct sound could not reach the shadow region however, sound does reach portions of the shadow region via specular reflections off of the surfaces within the environment. A comparison between Figure 5.4(b) and Figure 5.3(b) illustrates the increase in energy with direct sound and in the presence of specular reflections as opposed to considering direct sound only (e.g., the maximum energy in Figure 5.4(b) is 0.0475W·m$^{-2}$ while the maximum energy in Figure 5.3(b) is 0.0317W·m$^{-2}$). Given the presence of the occluder, receiver positions where the occluder obstructed the direct path between the sound source and the receiver received no direct sound energy. However, although no direct energy reached such positions, indirect energy via specular reflection did reach receivers whose direct path to the sound source was occluded. Since no direct energy reached occluded receiver positions, the sound level at these receivers was less than the sound level at corresponding positions in the absence of the occluder.

5.1.1.4 Energy Propagation in the Presence of Diffuse Reflections

In this scenario, diffuse reflections were considered only. However, in contrast to the specular reflection scenario described in the previous section, reflections
Figure 5.3: (a) Contour plot (receiver level as a function of position across a plane in the x-z axis) for the energy propagation in the presence of an occluder without diffraction simulation. (b) Energy of a line of receiver positions across the x-axis of constant z \((z = 4.8)\) vs. the actual (theoretical) results.
Figure 5.4: Specular reflections off of the six surfaces comprising the room in addition to the surfaces comprising the occluder in addition to direct energy. (a) Contour plot for the energy propagation in the presence of specular reflections simulation. (b) Energy of a line of receiver positions across the x-axis of constant z (z = 4.80m).
were permitted only off the surface of the occluder. The absorption coefficient of the six surfaces comprising the room were each set to 1.0 (e.g., perfect absorbers), while the absorption and diffuse reflection coefficients of the occluder were set 0.1 and 0.9 respectively. In the scenarios previously described, since no diffuse reflections were considered, to determine the energy at each receiver position, only the acoustical rendering stage was executed (e.g., the purpose of the sonel tracing stage is to populate the sonel map that stores diffuse reflected energy only). In the current scenario, diffuse reflections were considered, and therefore, both the sonel tracing and acoustical rendering stages were executed. The resulting plot (receiver level (dB) as a function of position across the plane of constant y) is shown in Figure 5.5, where the level of the sound reaching the receivers that are in front of the occluder only (e.g., receiver positions whose x-coordinate is less than the x-coordinate of the edge), is illustrated. By considering receivers in front of the occluder only, emphasis is placed on the diffuse energy reflected off of the surface. The energy reflected off of the occluder is clearly evident in Figure 5.5.

To illustrate the effect of increasing the number of sonels and acoustical visibility rays in the sonel tracing and acoustical rendering stages respectively, in the following simulation, the occluder was absent and diffuse reflections were permitted off of the six surfaces comprising the room. The absorption and dif-

**Figure 5.5:** Contour plot (receiver level as a function of position across a plane in the x-z axis) for the energy propagation in the presence of diffuse reflections simulation. Diffuse reflections off of the surface comprising the occluder. The sound level for receiver positions in front of the edge (e.g., receiver positions whose x-coordinate are less than the x-coordinate of the edge) are shown only.
fuse reflection coefficients of each surface were set to 0.1 and 0.9 respectively. Initially, 1000 sonels were emitted from the sound source in the sonel tracing stage and 1000 acoustical visibility rays were traced during the acoustical rendering stage and the sound level at each of the considered receiver positions was measured. The resulting plot is shown in Figure 5.6(a). This scenario was then repeated by increasing the number of sonels and acoustical visibility rays. In particular, 30,000 sonels were emitted from the sound source during the sonel tracing stage and 30,000 acoustical visibility rays were traced from the receiver during the acoustical rendering stage. The resulting contour plot is shown in Figure 5.6(b). The maximum sound level in the first case (Figure 5.6(a), 1000 sonels/acoustical visibility rays) is 65dB as opposed to 80dB in the second scenario (Figure 5.6(b), 30,000 sonels/acoustical visibility rays). Given that there are less acoustical visibility rays, the probability of an acoustical visibility ray encountering a sound source during the acoustical rendering stage is lower thereby leading to a decrease in the sound level reaching the receiver. The plot in the 30,000 sonels/acoustical visibility rays case is more “refined” than the 1000 sonels/acoustical visibility rays case illustrating that as the number of sonels/acoustical visibility rays increases, the distribution of sound energy does approach the actual energy distribution.

5.1.1.5 Energy Propagation in the Presence of Diffraction

This simulation is similar to the simulation described in Section 5.1.1.2 (energy propagation in the presence of an occluder without diffraction) except that here diffraction was permitted off of the occluder. The absorption coefficient of each of the six surfaces comprising the room in addition to the surfaces comprising the occluder was assigned a value of one (e.g., $\alpha = 1$). As a result, no specular or diffuse reflections were permitted thus isolating any diffraction effects. The resulting plot (receiver level (dB) as a function of position across the plane of constant y) is shown in Figure 5.7. To illustrate the inverse relationship between diffraction and sound frequency, this demonstration was repeated for a sound source frequency of 500Hz. The theoretical diffraction model dictates an inverse relationship between frequency and diffraction. Given a greater sound source frequency, diffraction effects should be smaller or in other words, the shadow zone should greater. In addition to increasing the frequency of the sound source, the dimensions of the occluder (across the z-axis) were also decreased from 3.5m to 2.5m to further illustrate the inverse relationship between frequency and diffraction. The resulting plot (receiver level (dB) as a function of position across the plane of constant y) is shown in Figure 5.8. The “shadow region” (250Hz) found in Figure 5.7 although still present, is much smaller that the “shadow region” (500Hz) in 5.8. When diffraction occurs, sound can “bend”
Figure 5.6: Contour plot (receiver level as a function of position across a plane in the x-z axis) for the energy propagation in the presence of diffuse reflections simulation in the absence of the occluder. (a) 1000 sonels and 1000 acoustical visibility rays emitted during the sonel tracing and acoustical rendering stages respectively. (b) 30,000 sonels and 30,000 acoustical visibility rays emitted during the sonel tracing and acoustical rendering stages respectively.
around the edge and therefore sound energy will still reach many receiver positions where the direct path between them and the sound source is obstructed by the occluder.

In Figure 5.9, the energy (W·m\(^{-2}\)) across a line of positions along the x-axis of constant z (z = 4.8m) of Figure 5.7 and Figure 5.8 is shown. A comparison between the two plots illustrates the effects of diffraction. The energy associated with the line of constant z for the frequency of 250Hz sound (dashed blue line) is generally greater than the energy of the 500Hz frequency sound (solid red line).

5.1.2 Reverberation Time: Simulated vs. Theoretical Results

In this simulation\(^1\) the reverberation time (the time required for the total energy emitted by a sound source to drop by a factor of one million (or 60dB) \([100]\) and denoted by \(RT_{60}\)) for a simple, box-like enclosure was estimated by the system for several sound source/receiver configurations using a deterministic termination criterion (the energy discontinuity percentage (EDP) that represents the percentage of the original ray energy that must be lost before the

---

\(^1\)These results originally appeared in Kapralos et al. \([89]\).
Figure 5.8: Contour plot (receiver level as a function of position across a plane in the x-z axis) for the energy propagation in the presence of an edge and in the presence of diffraction simulation (500Hz).

Figure 5.9: Energy of a line of receiver positions across the x-axis of constant z (z = 4.80m) for the energy propagation in the presence of an edge and in the presence of diffraction simulation for both the 250Hz (dashed blue line) and 500Hz (solid red line) frequencies.
As assumed in Sabine’s formulation for reverberation time, in this test all reflections were assumed to be diffuse (e.g., there were no specular reflections or diffraction). The diffuse reflection coefficient of surface $i$ ($\delta_i$) was obtained as $d_i = 1 - \alpha_i$ (where $\alpha_i$ is the absorption coefficient of surface $i$). The number of sonels emitted from the sound source was 100,000 and the EDP was set to a value of $100 - 10^{-6}$. The number of acoustical visibility rays traced from the receiver was also 100,000.

Reverberation times were estimated by computing a linear regression on the -5 to -35dB portion of the decay curve [103]. The decay curve itself was obtained from the echogram using Schroeder’s backwards integration method [161]. A summary of the results is provided in Tables 5.3 and 5.4 where the absolute percent difference ($%\text{dif}$) between the reverberation time as predicted by Sabine’s formula ($RT_{\text{pre}}$) and the reverberation time as estimated by sonel mapping ($RT_{\text{est}}$) for the 2kHz and 4kHz sound sources are shown.

As shown in Tables 5.3 and 5.4, the maximum difference across both fre-
Table 5.4: Results for the reverberation time simulation. Comparison between estimated $(RT_{est})$ and predicted $(RT_{pre})$ reverberation time for four receiver positions and a 4kHz sound source.

<table>
<thead>
<tr>
<th>Receiver Position</th>
<th>$RT_{pre}$ (4kHz)</th>
<th>$RT_{est}$ (4kHz)</th>
<th>%dif</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,4,4</td>
<td>1.80s</td>
<td>1.81s</td>
<td>0.56</td>
</tr>
<tr>
<td>2,5,7</td>
<td>1.80s</td>
<td>1.71s</td>
<td>5.00</td>
</tr>
<tr>
<td>3,1,3</td>
<td>1.80s</td>
<td>1.72s</td>
<td>4.44</td>
</tr>
<tr>
<td>6,6,4</td>
<td>1.80s</td>
<td>1.84s</td>
<td>2.22</td>
</tr>
</tbody>
</table>

Although the estimated values are very close to the predicted values, this was obtained by setting the energy discontinuity percentage (EDP) to a very high value of almost 100 when in reality, the EDP is typically set between 90 and 99\[200\]. Setting the EDP to such a high value ensures the reverberation decay is linear and hence the linear regression used to estimate the reverberation time provides an accurate measure [200]. However, such a high EDP setting also leads to an increase in the required computation time since each ray/particle will propagate for a longer time.

5.1.3 Russian Roulette: Comparison to a Deterministic Approach

In this simulation\(^2\), the applicability and effectiveness of a Russian roulette strategy to acoustical modeling applications is demonstrated. This demonstration is accomplished by comparing the time required to compute reverberation time estimates using an energy discontinuity percentage (EDP) termination criterion and a Russian roulette termination criterion. The dimensions of the enclosure were 4m $\times$ 4m $\times$ 4m, the position ($x$, $y$, $z$ coordinates, in meters) of the single omni-directional sound source was (3.5, 3.5, 3.5) and the receiver was positioned at (1.0, 1.0, 1.0). The absorption coefficient of each surface was set to 0.1 (a single frequency band was considered). The reverberation time as predicted by Sabine’s formula ($RT_{pre}$), taking absorption by the medium into consideration was 1.03s. The difference between the time taken to compute the reverberation time estimate using an EDP termination criterion and then using a Russian roulette termination criterion is taken as the measure of performance in this simulation. As assumed in Sabine’s formulation for reverberation time, in this test all reflections were assumed to be diffuse (e.g., “perfectly diffuse field” [51]). The diffuse reflection coefficient of surface $i$ ($\delta_i$) was obtained as $\delta_i = 1 - \alpha_i$ where, $\alpha_i$ is the absorption coefficient of surface $i$.

\(^2\)These results originally appeared in Kapralos et al. [91].
Table 5.5: Russian roulette simulation: reverberation time estimates using an energy discontinuity percentage (EDP) termination criterion.

<table>
<thead>
<tr>
<th>EDP</th>
<th>Ref. Count (n)</th>
<th>Time (s)</th>
<th>RT\textsubscript{60}</th>
</tr>
</thead>
<tbody>
<tr>
<td>90.0</td>
<td>17</td>
<td>4.04</td>
<td>0.16</td>
</tr>
<tr>
<td>91.0</td>
<td>19</td>
<td>4.52</td>
<td>0.19</td>
</tr>
<tr>
<td>92.0</td>
<td>20</td>
<td>4.46</td>
<td>0.19</td>
</tr>
<tr>
<td>93.0</td>
<td>21</td>
<td>5.01</td>
<td>0.20</td>
</tr>
<tr>
<td>94.0</td>
<td>22</td>
<td>5.26</td>
<td>0.21</td>
</tr>
<tr>
<td>95.0</td>
<td>23</td>
<td>5.50</td>
<td>0.22</td>
</tr>
<tr>
<td>96.0</td>
<td>25</td>
<td>6.00</td>
<td>0.25</td>
</tr>
<tr>
<td>97.0</td>
<td>27</td>
<td>6.53</td>
<td>0.26</td>
</tr>
<tr>
<td>98.0</td>
<td>30</td>
<td>7.23</td>
<td>0.30</td>
</tr>
<tr>
<td>99.0</td>
<td>36</td>
<td>8.72</td>
<td>0.35</td>
</tr>
</tbody>
</table>

The time required to compute the reverberation times using an EDP termination criterion for various EDP values are shown in Table 5.5 (typical EDP values range from 90 to 99 \cite{52}). For each EDP setting ranging from 90 to 99, the corresponding reflection count (“Ref. Count”), time taken to compute the estimate (“Time”) and the estimated reverberation time (“RT\textsubscript{est}”) are provided. As in the previous simulation, reverberation times were estimated by computing a linear regression on the \(-5\) to \(-35\)dB portion of the decay curve \cite{103}. The decay curve itself was obtained using Schroeder’s backwards integration method \cite{161}.

For each EDP-based reverberation time estimate, using a Russian roulette termination criterion, the number of sonels initially emitted from the sound source in the sonel tracing stage was adjusted such that the computed reverberation time was equal (within a small value) to the corresponding reverberation time computed with an EDP termination criterion. The number of sonels initially emitted from the sound source during the sonel tracing stage (stage one) was constant (15,000). Similarly, the number of acoustical visibility rays emitted during the acoustical rendering stage (stage two) was also constant at one tenth the number of sonels emitted in the sonel tracing stage (e.g., \(15,000/10 = 1000\)). A summary of the Russian roulette-based results are provided in Table 5.6 where, for each of the estimated reverberation times, the number of sonels required to compute it (“Num. Sonels”), the maximum reflection count (“Max. Ref.”) encountered by any of the emitted sonels, the time taken to compute the solution (“Time”) and the percent difference (“%dif”) between the time taken to compute the reverberation time with an EDP termination criterion \(t\textsubscript{edp}\) and the time to compute the reverberation time with a Russian roulette criterion \(t\textsubscript{rus}\) are listed (the reverberation times for the 91.0 and 92.0 EDP measurements both computed to 0.19s and therefore, the corresponding reverberation time estimate using a Russian roulette approach was...
Table 5.6: Russian roulette simulation: using a Russian roulette termination criterion to obtain the corresponding reverberation times obtained using an EDP termination criterion.

<table>
<thead>
<tr>
<th>RT60</th>
<th>Sonel Count</th>
<th>Max. Ref.</th>
<th>Time (s)</th>
<th>%dif</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.16</td>
<td>400</td>
<td>63</td>
<td>0.11</td>
<td>3570</td>
</tr>
<tr>
<td>0.19</td>
<td>500</td>
<td>81</td>
<td>0.14</td>
<td>3130</td>
</tr>
<tr>
<td>0.20</td>
<td>550</td>
<td>83</td>
<td>0.16</td>
<td>3030</td>
</tr>
<tr>
<td>0.21</td>
<td>600</td>
<td>66</td>
<td>0.17</td>
<td>2990</td>
</tr>
<tr>
<td>0.22</td>
<td>650</td>
<td>81</td>
<td>0.18</td>
<td>2960</td>
</tr>
<tr>
<td>0.25</td>
<td>850</td>
<td>73</td>
<td>0.26</td>
<td>2210</td>
</tr>
<tr>
<td>0.26</td>
<td>2000</td>
<td>73</td>
<td>0.57</td>
<td>1050</td>
</tr>
<tr>
<td>0.30</td>
<td>3000</td>
<td>85</td>
<td>0.85</td>
<td>750</td>
</tr>
<tr>
<td>0.35</td>
<td>5000</td>
<td>79</td>
<td>1.43</td>
<td>510</td>
</tr>
</tbody>
</table>

computed once only). A positive percent difference indicates $t_{edp} > t_{rus}$ and a negative difference indicates $t_{edp} < t_{rus}$. The percentage difference for each entry of Table 5.6 is positive indicating that employing a Russian roulette approach as opposed to the deterministic EDP approach results in reduced computation time. In other words, a deterministic approach takes much longer to compute. Percentage difference ranged from 3570 to 510, decreasing as the number of emitted sonels was increased.

5.1.4 Diffraction

5.1.4.1 Correctness of the Acoustical Diffraction Method

In this simulation the ability of the Huygens-Fresnel principle to model acoustical diffraction is examined. This is accomplished by considering the energy reaching the receiver from the sound source using the Huygens-Fresnel implementation (with the visibility of the first Fresnel zone assumed to be one) and comparing these results with the results obtained using the harmonic spherical wave model [79]

$$E = \frac{E_o}{\rho} \cos(\omega t' - k\rho).$$ (5.1)

Here, $E$ is the energy arriving at the receiver, $E_o$ is the energy of the source at time $t = 0$, $\rho$ is the radius of the sphere representing the initial wavefront and set to a value equal to the distance between the sound source and the position on the edge of the diffracting sonel (see Figure 5.10), and $t'$ is the time it takes for the wave to propagate a distance $\rho$ (e.g., $t' = \rho/343 \, m \cdot s^{-1}$). The frequency dependent attenuation of sound energy by the air was ignored for
this simulation to avoid any frequency absorption effects thus ensuring any reduction in sound energy was due to occlusion effects.

As shown in Figure 5.10, the sound source and edge position \((p_{\text{edge}})\) remained stationary while the receiver’s position (the “y” coordinate) was varied in unit increments from \(y = 0\) to \(y = 50\). The simulation was repeated for each of the frequency bands considered (e.g., 63Hz, 125Hz, 250Hz, 500Hz, 1kHz, 2kHz, 4kHz and 8kHz). The simulation was repeated using acoustical diffraction models where only the first Fresnel zone was considered and where all Fresnel zones were considered (see Section 4.4.1.4).

Table 5.7 lists the percentage difference (\(\% \text{ dif}\)) between the predicted receiver sound level \(E_{\text{pre}}\) (Equation 5.1) and the receiver sound level computed using both acoustical diffraction implementations \(E_{\text{est}}\). The average percent difference values for each frequency were obtained by averaging the energy values for each of the 51 receiver positions identified in Figure 5.10. Included in the table is the standard deviation (\(\sigma\)) for each average. A graphical summary of the results are presented in Figure 5.11 where the average percentage difference is plotted against frequency. Figure 5.11(a) illustrates the percentage difference as a function of frequency for the Huygens-Fresnel implementation where the first Fresnel zone was considered only while Figure 5.11(b) illustrates the percentage difference as a function of frequency for the Huygens-Fresnel implementation where all Fresnel zones were considered.

The smallest and largest average percentage difference for the diffraction implementation whereby only the first Fresnel zone was considered are small, 0.99 and 1.02 respectively. Despite ignoring the energy of all zones other than the first, this implementation provides a reasonable approximation. In contrast, the range of percentage differences for the diffraction implementation where all Fresnel zones were considered is larger, ranging from 0.23 to 5.88 and typically increase with increasing frequency. This increase in percent difference between the actual and computed receiver sound level may be due to numerical errors associated with locating a secondary source in each of the

![Figure 5.10: Room set-up used in the correctness of the acoustical diffraction method simulation.](image-url)
Figure 5.11: Graphical summary of the results for the correctness of the acoustical diffraction method simulation. Average percentage difference along with error bars (standard deviation) as a function of frequency. (a) First Fresnel zone only considered and (b) all Fresnel zones considered.
<table>
<thead>
<tr>
<th>Frequency</th>
<th>One Zone</th>
<th>All Zones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg %dif</td>
<td>σ</td>
</tr>
<tr>
<td>63Hz</td>
<td>1.02</td>
<td>0.03</td>
</tr>
<tr>
<td>125Hz</td>
<td>0.95</td>
<td>0.04</td>
</tr>
<tr>
<td>250Hz</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>500Hz</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>1000Hz</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>2000Hz</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>4000Hz</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>8000Hz</td>
<td>1.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.7: Results for the correctness of the acoustical diffraction method simulation. Average percentage difference along with standard deviation as a function of frequency for both acoustical diffraction implementations.

Fresnel zones. As frequency increases, the number of Fresnel zones also increases thus, any errors associated with locating a secondary source in a particular Fresnel zone propagates through (e.g., locating a secondary source in Fresnel zone \(i\) requires the position of a secondary source in zone \(i-1\) hence, an error in the position of the secondary source in zone \(i-1\) may propagate and therefore, result in an incorrect secondary source position in zone \(i\)). In addition to providing more accurate results, using the approximation that considers the first Fresnel zone only is computationally more efficient.

5.1.4.2 First Fresnel Zone Visibility as a Function of Receiver Height

In this simulation, the visibility of the first Fresnel zone relative to the receiver and the sound level at the receiver was examined as a function of frequency. A stationary sound source and occluder were positioned at coordinates (40, 25, 50) and (50, 25, 50) respectively (at the same height with respect to the y-axis). The receiver was positioned at three locations: i) below the edge position at coordinates (110, 24, 50) (Figure 5.12(a)), ii) at the same height as the edge position at coordinates (110, 25, 50) (Figure 5.12(b)) and iii) above the edge position at coordinates (110, 26, 50) (Figure 5.12(c)). For each of the three scenarios, the energy reaching the receiver was calculated for each of the eight center frequencies (e.g., 63Hz, 125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz, 4000Hz and 8000Hz). Frequency dependent attenuation of the sound by the air was ignored to allow for the frequency dependent diffraction effects to be examined. The purpose of this simulation is to compare the Huygens-Fresnel diffraction implementation with the theoretical diffraction model that states diffraction increases with increasing frequency (decreasing wavelength) for various sound source, edge and receiver configurations. Since the visibility of the first Fres-
Figure 5.12: Set-up for the first Fresnel zone visibility as a function of receiver height simulation.

The first Fresnel zone is directly related to the amount of energy reaching the receiver via diffraction, frequency vs. visibility is used as a measure of performance.

A graphical summary of the results for each of the three scenarios is provided in Figures 5.13. In Figure 5.13(a), the visibility of the first Fresnel zone relative to the receiver is plotted as a function of frequency. In Figure 5.13(b), receiver level is plotted as a function of frequency. In both plots, the filled circles and solid line represents the first scenario where the receiver is below the edge position. The open circle and short dashed line represents the scenario where the receiver is at the same height as the edge position (and above the sound source) and the triangle and long dashed line represents the scenario where the receiver is above the edge position. The results for the configuration considered in the first scenario (e.g., receiver below the edge position) are as expected. In particular, the visibility of the first Fresnel zone is inversely proportional to frequency whereby, as frequency increases, visibility decreases.
The decrease in visibility is due to a decrease in the size of the first Fresnel zone and this results in a decrease in the sound energy reaching the receiver. As a result, as frequency increases, the sound energy reaching the receiver decreases, thus conforming to the theoretical model that predicts an increase in diffraction as frequency decreases [48]. The results of the second scenario where the receiver is positioned at the same height as the edge position are also as expected. The visibility is approximately 0.5 irrespective of frequency indicating that half of the zone is visible relative to the receiver. Finally, in the third scenario where the height of the receiver is greater than the height of the edge, visibility and frequency share a direct relationship whereby visibility increases with increasing frequency. This is due to the fact that as frequency increases, Fresnel zone size decreases and therefore, when the height of the receiver is greater than the height of the edge, less of the Fresnel zone will be occluded relative to the receiver.

5.1.4.3 First Fresnel Zone Visibility Over a Plane of Receiver Positions

As with the previous simulation described above, the purpose of this simulation is to compare the Huygens-Fresnel diffraction implementation with the theoretical diffraction model that states diffraction increases with increasing frequency (decreasing wavelength) for various sound source, edge and receiver configurations. However, as opposed to the simulation considered above where only the height of the receiver was varied relative to the sound source and occluder, the receiver’s position varied across a plane. The visibility of the first Fresnel zone was determined as a function of frequency while the sound source position remained stationary and the position of the receiver was varied across a plane (see Figure 5.14). The sound source was positioned at location (55, 23, 50) and the edge point \((p_{edge})\) was positioned at location (65, 25, 50). Receiver positions varied across the y-z plane whereby the x-coordinate remained stationary at 100 while the y coordinate varied from 0 to 50 and the z coordinate varied from 25 to 75, both increasing in unit increments. As with the previous simulation, frequency vs. visibility is used as a measure of performance.

The results of this simulation for the 63Hz, 125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz, 4000Hz and 8000Hz frequencies are summarized in Figures 5.15 and 5.16 where the visibility of the first Fresnel zone relative to the receiver position is given as a function of frequency. For positions where the receiver height (y-coordinate) was less than the height of the edge, visibility decreased with increasing frequency as expected and as confirmed in the previous simulation. The decrease in visibility was due to a decrease in the visibility associated with increasing frequency. For positions where the receiver height was greater than the height of the edge position, visibility increased with increasing frequency, once again, as described in the previous simulation, due to the fact that as frequency increases, Fresnel zone size decreases. Therefore, when the height of the receiver is greater than the height of the edge, less of the Fresnel zone will
Figure 5.13: Results for the first Fresnel zone visibility as a function of receiver height simulation: frequency vs. visibility and sound level for various sound source and receiver heights relative to the edge position. (a) Frequency vs. visibility and (b) frequency vs. receiver sound level.
be occluded relative to the receiver.

5.1.4.4 Diffraction by a Non-Infinite Edge

In this simulation, a “non-infinite” occluder with dimensions 2m × 2m was placed between the sound source and receiver. The configuration of the sound source, occluder and receiver is illustrated in Figure 5.17. The position of the sound source remained stationary while the position of the receiver varied in one meter increments across the “y” and “z” coordinates, beginning at position (85, 75, 75) and ending at position (85, 85, 85). The sound source was positioned such that the y and z coordinates were centered with respect to the y and z coordinates of the edge. The purpose of this simulation is to once again examine diffraction effects by considering the visibility of the first Fresnel zone but over a non-infinite plane were sound can be diffracted via any of the four occluder’s edges. Since the corresponding wavelength of the frequencies considered are either greater than or less than the dimensions of the occluder, the inverse relationship between diffraction and frequency can be clearly demonstrated. Sound source energy was divided equally amongst four sonels (e.g., in this simulation, four sonels were emitted from the sound source only). It was assumed each emitted sonel fell incident on one of the four edges of the occluder and centered along the corresponding edge it was incident on (see Figure 5.17). This, along with the fact that only four sonels were emitted from the sound source ensures observations and conclusions can be made from the results. Assuming such a symmetrical configuration (e.g., each of the four emitted sonels is incident along one of the four edges and centered along the corresponding edge), allows for meaningful comparisons to be made without having to account for different sonel incident positions etc. In this simulation only edge effects
Figure 5.15: First Fresnel zone visibility over a plane of receiver positions simulation: frequency vs. visibility. (a) 63Hz, (b) 125Hz, (c) 250Hz and (d) 500Hz.
Figure 5.16: First Fresnel zone visibility over a plane of receiver positions simulation: frequency vs. visibility. (a) 1000Hz, (b) 2000Hz, (c) 4000Hz and (d) 8000Hz.
were considered (e.g., no specular or diffuse reflections etc. were considered). Visibility of the first Fresnel zone was calculated by averaging the visibility associated with each of the four edge positions.

The results of this simulation for the 63Hz, 125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz, 4000Hz and 8000Hz frequencies are illustrated in Figures 5.18 and 5.19 where the visibility of the first Fresnel zone relative to the receiver is plotted as a function of receiver position. As shown in Figure 5.18(a), the visibility of the first Fresnel zone for the 63Hz frequency for each receiver position was equal to one indicating the first Fresnel zone was completely visible to the receiver for all receiver positions. As frequency is increased, visibility decreased until it became zero beyond 2000Hz since the first Fresnel zone was completely blocked by the occluder irrespective of the receiver’s position (see Figures 5.19(a)-(d)).

5.1.4.5 Diffraction Running Time Requirements

Running time requirements are an important aspect of any simulation method to be used in real-time applications. Therefore, this simulation examines the running time requirements the Huygens-Fresnel acoustical diffraction modeling approach. Both implementations (first Fresnel zone only and all Fresnel zones) were considered. The simulation was performed for the configuration shown in Figure 5.17 of the previous simulation. The sound source and edge position were constant at positions (65, 80, 80) and (85, 82, 85) respectively while the receiver position varied across the y and z coordinates (e.g., a plane of receiver positions with y and z beginning at position (85, 75, 75) and ending at position (85, 85, 85)). The results of this simulation are summarized in Table 5.8 and Figure 5.20 where the average running time and standard deviation for
Figure 5.18: Diffraction by a non-infinite edge simulation: visibility as a function of frequency. (a) 63Hz, (b) 125Hz, (c) 250Hz and (d) 500Hz.
Figure 5.19: Diffraction by a non-infinite edge simulation: visibility as a function of frequency. (e) 1000Hz, (f) 2000Hz, (g) 4000Hz and (h) 8000Hz.
<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>One Zone</th>
<th>All Zones</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (ms)</td>
<td>σ</td>
</tr>
<tr>
<td>63</td>
<td>12.04</td>
<td>2.55</td>
</tr>
<tr>
<td>125</td>
<td>12.27</td>
<td>2.49</td>
</tr>
<tr>
<td>250</td>
<td>11.87</td>
<td>2.83</td>
</tr>
<tr>
<td>500</td>
<td>11.96</td>
<td>2.88</td>
</tr>
<tr>
<td>1000</td>
<td>12.04</td>
<td>2.86</td>
</tr>
<tr>
<td>2000</td>
<td>11.42</td>
<td>2.45</td>
</tr>
<tr>
<td>4000</td>
<td>12.04</td>
<td>2.10</td>
</tr>
<tr>
<td>8000</td>
<td>11.69</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Table 5.8: Results for the diffraction computation time requirements simulation: average diffraction running times along with standard deviation (σ) as a function of frequency for both diffraction implementations (e.g., one Fresnel zone and all Fresnel zones considered).

![Graph showing the relationship between frequency and diffraction modeling time](image)

Figure 5.20: Results for the diffraction running time requirements simulation: average diffraction modeling running time vs. frequency with error bars (standard deviation).

Each frequency band (obtained over 225 measurements) to compute the diffraction modeling are given. Also included in the table are the running times for the diffraction approach where all of the Fresnel zones were considered.

When considering the first Fresnel zone only, the difference in running time from the smallest (11.42ms for the 200Hz center frequency) to the largest running time (12.27ms for the 125Hz center frequency) is 0.85ms and therefore, running time is approximately constant across frequency. In contrast, the running time when considering all Fresnel zones increases linearly with frequency, ranging from 16.90ms (63Hz) to 283.42ms (8000Hz). In addition to the first Fresnel zone only implementation providing more accurate results (as demonstrated in the simulation described in Section 5.1.4) as opposed to the imple-
mentation where all zones are considered, its running time requirements are much less and constant across frequency.

5.2 Sonel Mapping as a “Whole”

The simulations presented in this section consider the various components comprising the sonel mapping algorithm working together as a complete system. In the first simulation, the sound propagation of a simple room with the presence of an occluder (edge) is simulated. The second simulation presents a graphical illustration of various aspects of the sonel mapping algorithm.

5.2.1 Simple Room Simulation

In this simulation, the sound propagation in the quasi-cubic enclosure illustrated in Figure 5.21 was simulated in order to examine the effect of altering the number of sonels emitted from the sound source on the recorded echogram\(^3\). All possible sonel-surface interactions were considered (e.g., specular and diffuse reflections, diffraction and absorption) in any combination. The simulation was performed for frequency bands with center frequency values of 125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz and 4000Hz and for the 10,000, 100,000, 500,000, 1,000,000 and 2,000,000 sonels being emitted at the sound source and a corresponding number of acoustical visibility rays traced from the receiver. For each simulation, the total sound level arriving at the receiver over a brief interval of time (three seconds) was measured as was the time taken to compute the simulation. The dimensions of the box-like room were 70m × 15m × 70m, the position (x, y, z coordinates, in meters) of the single omni-directional sound source and single receiver were (15, 10, 55) and (60, 9, 60) respectively. For each frequency band considered, sound source energy was divided equally amongst all sonels emitted. The surfaces of the enclosure (four walls, ceiling and floor) were each assigned an absorption coefficient value of \(\alpha = 0.15\). The diffuse and specular coefficients were set to a value equal to \((1 - \alpha)/2\). A summary of the simulation results are displayed in Figures 5.22 and 5.23.

\(^3\)These results originally appeared in Kapralos et al. [92]
**Figure 5.21:** Set-up for the simple room simulation.

**Figure 5.22:** Results for the simple room simulation: receiver level as a function of sonel count for different frequencies.

<table>
<thead>
<tr>
<th>Sonel Count</th>
<th>Time (s)</th>
<th>σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,000</td>
<td>1.25</td>
<td>0.05</td>
</tr>
<tr>
<td>100,000</td>
<td>13.25</td>
<td>0.05</td>
</tr>
<tr>
<td>500,000</td>
<td>66.12</td>
<td>0.45</td>
</tr>
<tr>
<td>1,000,000</td>
<td>132.72</td>
<td>0.19</td>
</tr>
<tr>
<td>2,000,000</td>
<td>266.07</td>
<td>2.86</td>
</tr>
</tbody>
</table>

**Table 5.9:** Results for the simple room simulation: sonel count vs. average simulation time (averaged across each frequency band) along with standard deviation (σ).
5.2.2 Graphical Illustration

In this section, a graphical demonstration is provided illustrating the sound energy propagation in a particular environment (room) for various sound source, receiver and edge configurations. The dimensions of the room were $10\text{m} \times 8\text{m} \times 10\text{m}$ (see Figure 5.24). The sound source was positioned at location $(1,1,1)$ and remained stationary throughout the simulation. The dimensions of the occluder were $6\text{m} \times 6\text{m}$, and when present, was positioned such that it formed a plane along the x-z axis. The coordinates of the vertices comprising the edge were $(5,0,0), (5,0,6), (5,6,6)$ and $(5,6,0)$. The absorption coefficient of each surface was arbitrarily set to 0.1 while the diffuse and specular reflection coefficients were each set to 0.45. Sound source energy (90dB) was equally divided amongst 500,000 sonels and a single frequency (63Hz) was considered. Three scenarios were considered: i) absence of the occluder and therefore no diffraction, ii) presence of the occluder but diffraction effects ignored and iii) presence of the occluder and diffraction effects accounted for. For each scenario, the sound source remained stationary while the position of the single receiver was varied across a plane along a portion of the x-z axis of constant height (e.g., y-coordinate remained constant at $y = 5$). Both x and z coordinates were varied in increments of 0.5m beginning at 5.5m and ending at 9.5m. For each of the three scenarios, the sonel tracing stage was performed at the start of the simulation and since the position of the sound source remained static, the sonel tracing stage was not performed again at any time during the simulation. For each receiver position, the acoustical rendering stage was performed (20,000 acoustical visibility rays were traced out from each receiver position) and the
A graphical sample of the simulation for the first scenario (absence of an occluder) is provided in Figure 5.25(a) where the paths of the sonels initially emitted from the sound source are traced through the environment. Sonel reflection count is encoded by color whereby red indicates a reflection count of one and darker shades of red indicate greater reflection counts. For illustration purposes, this figure was obtained by emitting only 10 sonels from the sound source. A sample echogram estimated at one of the receiver positions is provided in Figure 5.26(a) while a plot illustrating the sound level at each receiver position as estimated over a three second time interval is shown in Figure 5.26(b). The x-axis of the contour plot represents the receiver’s x-coordinate while the y-axis represents the receiver’s z-coordinate. Sound level is encoded by color whereby brighter colors denote higher energy levels.

In the second scenario, an occluder was placed between the sound source and receiver such that the direct path between them was occluded however, diffraction effects were ignored. A graphical sample of the simulation for this scenario is provided in Figure 5.25(b) where the paths of the sonels initially emitted from the sound source were traced through the environment. As with the first scenario, sonel reflection count (order) is encoded by color whereby red indicates a reflection count of one and darker shades of red indicate greater reflection counts. As before, this graphical simulation sample was obtained by emitting 10 sonels from the sound source. A sample echogram estimated at one of the receiver positions is provided in Figure 5.27(a) while a plot illustrating the sound level at each receiver position as estimated over a three second time interval is shown in Figure 5.27(b).

In the third scenario, the occluder was present as above but diffraction ef-
Figure 5.25: Graphical illustration of sonel mapping: sample simulations. (a) Absence of the occluder and (b) presence of the occluder but diffraction effects ignored. Reflection count is encoded by color whereby red indicates a reflection count of one and darker shades of red denote higher reflection counts.
(a) Echogram: absence of the occluder.

(b) Contour plot: absence of the occluder.

**Figure 5.26:** Graphical illustration of sonel mapping: echogram and contour plot (absence of the occluder). (a) Echogram, where the echogram spacing (e.g., spacing between echogram “bins”) is 5ms and the total length is 3s. Included with the echogram is an inset illustrating the first 50ms of the echogram in greater detail. (b) Contour plot. Sound level over a plane of receiver positions at constant height (sound level is encoded by color whereby, brighter colors indicate greater levels).
(a) Echogram: presence of the occluder but no diffraction effects.

(b) Contour plot: presence of the occluder but no diffraction effects.

Figure 5.27: Graphical illustration of sonel mapping: echogram and contour plot (presence of the occluder with no diffraction effects). (a) Echogram, where the echogram spacing (e.g., spacing between echogram “bins”) is 5ms and the total length is 3s. Included with the echogram is an inset illustrating the first 50ms of the echogram in greater detail. (b) Contour plot. Sound level over a plane of receiver positions at constant height (sound level is encoded by color whereby, brighter colors indicate greater levels).
fects were considered. A graphical sample of the simulation for this scenario is provided in Figure 5.28. As in the previous sample simulations, to avoid clutter for the purposes of illustration, only 10 sonels were emitted and traced from the sound source. In Figure 5.28(a), only diffraction effects are included. Three sonels were diffracted and in each case, the edge position is indicated by a blue circle. Each path from the edge position to the receiver is colored light blue and the path from the sound source to the edge position is colored dark blue (in this example, there is no direct path from the sound source itself to the receiver but rather, the sonel arrives to the edge via one or more specular or diffuse reflections). In Figure 5.28(b), in addition to illustrating diffraction effects alone, specular and diffuse reflection paths are also included. A sample echogram estimated at one of the receiver positions is provided in Figure 5.29(a) while a plot illustrating the sound level at each receiver position as estimated over a three second time interval is shown in Figure 5.29(b).

Although the purpose of the simulation was to illustrate the operation of various aspects of sonel mapping, several observations confirming the correct operation of sonel mapping can be made. In particular, in the absence of an occluder, sound energy was distributed throughout the room. When the occluder was present in the absence of diffraction, a decrease in sound level behind the occluder occurred as expected given that the occluder will occlude many sonel paths from reaching the receiver beyond the occluder. Finally, when the occluder was present and diffraction was also present, sound level for receiver positions beyond the edge was greater than the sound level at similar locations when edge effects were ignored. This is also as expected given that diffracted sound reaches a receiver despite the fact that the direct path between the sound source and receiver was occluded.

5.3 Summary

In this chapter, various simulations were presented that examined the operation and effectiveness of the sonel mapping algorithm. The simulations were divided into two categories i) individual component simulations and ii) simulations involving the complete algorithm. The component testing examined the various components comprising the sonel mapping algorithm in isolation thus allowing meaningful analysis on the correctness of their operation. The first simulation in this category presented a graphical illustration of the various components comprising sonel mapping and compared simulation results with theoretical predictions. For the second and third simulations in this category ("reverberation time: simulated vs. theoretical results" and "Russian roulette:
(a) Edge effects in isolation.

(b) Edge effects along with specular and diffuse reflections.

**Figure 5.28**: Graphical illustration of sonel mapping: sample diffraction simulation. In this illustration, 10 sonels were emitted and traced from the sound source allowing for specular and diffuse reflections, absorption and diffraction. Only diffracted sonel paths are illustrated. Three sonels were diffracted and in each case, the position of the occluder is indicated by a blue circle. Each path from the occluder (edge)point \( p_{edge} \) position to the receiver is colored light blue and the path from the sound source to the occluder position is colored blue (in this example, there is no direct path from the sound source itself to the edge but rather, the sonel arrives to the edge via one or more specular or diffuse reflections). (a) Diffraction effects are shown in isolation and (b) diffraction effects along with specular and diffuse reflections.
Figure 5.29: Graphical illustration of sonel mapping: echogram and contour plot (presence of edge with diffraction effects accounted for). (a) Echogram, where the echogram spacing (e.g., spacing between echogram “bins”) is 5ms and the total length is 3s. Included with the echogram is an inset illustrating the first 50ms of the echogram in greater detail. (b) Contour plot. Sound level over a plane of receiver positions at constant height. (b) Contour plot. Sound level over a plane of receiver positions at constant height (sound level is encoded by color whereby, brighter colors indicate greater levels).
a comparison to a deterministic approach), differences in reverberation time, as predicted by Sabine's formula and calculated by the sonel mapping algorithm using either a Russian roulette or deterministic termination criterion, were used as the performance measure. The remainder of the simulations in the component testing category were concerned with the acoustical diffraction implementation. In particular, in the "correctness of the acoustical diffraction method" simulation, the performance measure was the difference between the energy arriving at a receiver from a sound source as calculated using the acoustical diffraction implementation and the energy as predicted using a standard harmonical spherical wave expression. The following three diffraction simulations considered the visibility of the first Fresnel zone and/or receiver sound level for various sound source, edge and receiver configurations (the "first Fresnel zone visibility as a function of receiver height", "first Fresnel zone visibility over a plane of receiver positions" and "diffraction by a non-infinite edge" simulations) while the last diffraction simulation ("diffraction running time requirements") examined the timing requirements of the acoustical diffraction implementation. Both versions of the algorithm were examined. In particular, a comparison was made between the timing requirements for the implementation where the first Fresnel zone was considered only and the implementation where all Fresnel zones were considered.

In the second category of simulations, sonel mapping was considered as a whole. For the first simulation in this category (the "single room" simulation), a rectangular environment with a single diffracting edge was simulated for a particular sound source and receiver configuration. In this simulation receiver level and simulation time were measured for various number of sonels emitted from the sound source. In the second simulation, a graphical illustration of the various components of sonel mapping operating in conjunction was presented. In particular, the propagation of sound energy of a particular environment was simulated for various sound source, receiver and occluder configurations.
Chapter 6

Discussion

This dissertation presented the sonel mapping acoustical modeling algorithm. Sonel mapping is the first application of the widely used and computationally efficient photon mapping technique to acoustical modeling. Sonel mapping uses the same basic approach as photon mapping but takes into account the special physical attributes of sound propagation and addresses the possible interactions when a propagating sound encounters a surface/object or obstruction in its path.

Sonel mapping is a framework for energy propagation despite the fact that in this dissertation, it is used to model the acoustics of a particular environment. Given the appropriate model parameters (e.g., source emission functions, wave/surface interaction models etc.), it can be used to model the propagation of any type of wave energy, be it sound, light etc., including any type of interaction between the wave and the medium in addition to the geometry and properties of any surfaces/objects the wave may encounter. Given a particular model of wave (energy) propagation, sonel mapping can be used to simulate and recreate the particular wavefield. Sonel mapping takes advantage of the fact that in many situations, the environment remains static (e.g., no movement of the sound source, receiver or objects within the environment) for some time. Exploiting this static property by storing and reusing information regarding the sound energy in an environment within the sonel map, and relying on probabilistic methods to avoid potentially complex and computationally expensive operations required to model the propagation of sound energy, sonel
mapping can be used at interactive rates.

6.1 Probabilistic-Based Sonel Mapping

As with photon mapping, sonel mapping is a probabilistic based approach employing Monte-Carlo ray tracing and a Russian roulette strategy throughout the various stages of its execution. With Monte-Carlo ray tracing, point sampling is used to provide an estimate of the sound energy in a model. With Russian roulette modeling, the determination of the type of interaction that occurs when a sonel encounters a surface is determined probabilistically based on the characteristics of the both the surface and the sonel. The advantages of Monte-Carlo based approaches over deterministic ones include [84]:

- No tessellation of the environment required (arbitrary geometry and therefore no “meshing”).
- Low memory consumption.
- Support procedural geometry.
- Complex reflection models are supported.
- No need to precompute a representation for the solution.
- Solution is correct except for variance (noise).

At each sonel/surface interaction point, a check is made to determine whether the sonel is incident within the diffraction or non-diffraction zone. When the sonel is within the diffraction zone, the sonel is diffracted using a modified version of the Huygens-Fresnel principle. However, no additional sonels are created/emitted from the point of diffraction. When the sonel is incident within the non-diffraction zone, one of three types of interactions (absorption, specular reflection or diffuse reflection) is chosen probabilistically using a Russian roulette strategy. Using a Russian roulette strategy, a single interaction occurs at each sonel/surface interaction point as opposed to the multiple interactions inherent with many deterministic approaches. Russian roulette is widely used in image synthesis applications and is a key component of photon mapping, providing a computationally efficient alternative to deterministic approaches. With respect to auralization and acoustical modeling in particular, Russian roulette is a rarely sought approach.
6.1.1 Justification for the Use of Russian Roulette

Given the slow propagation speed of sound in air, time is an important component in any acoustical modeling system [146, 163]. Since the probability of tracing arbitrary long paths decreases as the number of sonel/surface interactions increase, the probability that a sonel is not terminated also decreases with time. This may lead to an inaccurate representation of the estimated room impulse response since the latter portion of the estimated room impulse response will contain very few samples. This in turn might lead to lower estimated reverberation times than predicted by Sabine’s formula [200]. The use of Russian roulette in acoustical modeling must be evaluated on the basis of comparisons to other possible approaches.

Limitations with a Reflection Count Termination Criterion: A termination criterion based on a reflection count has its limitations as well. In particular, the reflection count must be set to a large value to ensure paths of arbitrary length are traced. Setting the reflection count to a very large value is clearly impractical due to memory and computational limitations (e.g., an increase in the reflection count leads to a direct increase in the amount of memory and computation time required by the simulation). As a result, when used as a termination criterion, the reflection count must be kept at a manageable level. Therefore there will be paths that are not traced at all, also leading to a non-linear decay of sound over time and therefore shorter than predicted reverberation times. With Russian roulette, although the probability of tracing a particular path of length $n$ decreases as the number of times the sonel is reflected increases, paths of arbitrarily long lengths can nevertheless be traced given the probabilistic nature of the algorithm.

Limitations with an Energy Termination Criterion: A termination criterion based on a minimum energy content such as the energy discontinuity percentage or EDP (that represents the percentage of the original ray energy that must be lost before the ray is terminated), shares the same limitations as the reflection count termination criterion. Furthermore, when assuming diffuse reflections only, an EDP value can be directly converted to a corresponding reflection count (see [52]). The EDP must be set to a sufficiently large value to ensure paths of arbitrary length are traced. However, setting the EDP to a very large value is clearly impractical due to memory and computational limitations. Hence, as with the use of a reflection count termination criterion, there will be paths that are not explored. This was demonstrated in the reverberation time simulation described in Section 5.1.1.5. Referring to Tables 5.5 and 5.6 presented in Section 5.1.1.5, the maximum reflection count for each of the reverberation time estimates computed using Russian roulette were larger than the corresponding EDP based measures (the average reflection count with
an EDP-based termination criterion over each of the EDP measurements was 24 whereas with the Russian roulette termination criterion the average reflection count was 76).

Increasing Accuracy by Increasing the Number of Sonels: Consider an environment where the absorption coefficient of each surface is $\alpha$. Using a Russian roulette strategy, the probability of an incident sonel being reflected diffusely or specularly (denoted by $p_{\text{ref}}$) is $p_{\text{ref}} = 1 - \alpha$. Hence, at each surface/sonel interaction point, the incident sonel will either be reflected (specularly or diffusely) or absorbed. Which of these interactions does occur can be described by a Bernoulli trial [142]. The probability that a particular sonel will be consecutively reflected $n$ times ($P_{\text{ref}_n}$) can be described mathematically as

$$P_{\text{ref}_n} = \prod_{i=1}^{n} p_{\text{ref}}.$$  

This corresponds to generating a sequence of $n$ consecutive random numbers $\xi_i$, with each $\xi_i \leq p_{\text{ref}}$. Assuming $p_{\text{ref}} < 1$, the probability of generating this sequence decreases as $n$ increases. With Russian roulette, the probability of tracing a path of length $n$ therefore decreases as $n$ increases. However, by increasing the number of sonels initially emitted by a sound source, the probability of generating such a path of length $n$ can be increased. Essentially, the decreasing probability of generating a path of length $n$ as $n$ increases (when considering a single sonel), can be “counter-balanced” by increasing the number of sonels emitted by a sound source. Mathematically, replacing each sonel originally emitted at the sound source with $M$ sonels, the probability of generating a single path of length $n$ becomes

$$P_{\text{ref}_n} = M \times \prod_{i=1}^{n} p_{\text{ref}}.$$  

For a given probability level $P_{\text{ref}_n}$, it is possible to choose a value of $M$ such that the probability of generating a path of length $n$ reaches $P_{\text{ref}_n}$. Furthermore, as previously described, as $n$ is increased, the probability of tracing a path of length $n$ decreases, becoming zero as $n$ approaches infinity

$$\lim_{n \to \infty} \prod_{i=1}^{n} p_{\text{ref}} = 0.$$  

In reality, the path length $n$ of a propagating sound will be finite. In other words, a sound will not propagate indefinitely but will eventually lose all of its energy after a portion of it is absorbed at each reflection point and by the medium. Hence, for any practical application, an appropriate $M$ can always be found to ensure the probability of tracing a sonel until its energy is negligible.
exceeds a pre-defined threshold value.

**Reduced Computation Time:** The use of a Russian roulette approach leads to a reduced computation time while still allowing arbitrarily long paths to be traced. An exponential increase in the number of sonels to be traced (assuming two new sonels are reflected at each interaction between a sonel and a surface) is clearly impractical for any real time applications except perhaps in certain simple, trivial environments. The results of the Russian roulette simulation presented in Section [5.1.1.5] confirm this. In this simulation, reverberation time estimates for a particular environment (sound source and receiver configuration) were computed initially using an energy discontinuity percentage (EDP) termination criterion. Then, for each EDP-based reverberation time estimate, using a Russian roulette termination criterion, the number of sonels initially emitted from the sound source in the sonel tracing stage was adjusted such that the computed reverberation time was equal to the corresponding reverberation time computed with an EDP termination criterion. The signed percent differences between the time taken using the EDP and Russian roulette approach was taken as the measure of performance in this simulation. For all measurements, the percent difference was positive indicating the EDP based method took more time to compute. Differences ranged from 510% to 3570%.

### 6.2 Diffraction Modeling Using a Modified Version of the Huygens-Fresnel Principle

Since the dimensions of many of the objects/surfaces encountered in our daily life are within the same order of magnitude as the wavelength of audible sounds, diffraction is an elementary means of sound propagation, especially when there is no direct path between the sound source and the receiver [180]. Sonel mapping addresses the modeling of diffraction effects. Acoustical diffraction is accomplished using a modified version of the Huygens-Fresnel principle [79]. Diffraction effects in the sonel mapping approach are handled by utilizing the Huygens-Fresnel principle to model the acoustical energy reaching a receiver from a given sound source after being diffracted by an edge. Essentially, given a sound source, receiver and edge, the energy reaching the receiver is determined by considering the energy arriving at the receiver from the first Fresnel zone as in the unoccluded scenario. To account for diffraction effects, a visibility factor for the first Fresnel zone is introduced. The visibility factor represents the fraction of the first Fresnel zone visible from the receiver. Essentially, positions on the first Fresnel zone are uniformly sampled and ray casting is used to determine the fraction of the zone visible relative to the receiver. The total visibility of the zone is equal to the fraction of sampled positions where
a clear path between the sampled position and the receiver exists versus the total number of positions sampled.

Although various acoustical diffraction modeling techniques have been introduced in the literature (see Section 3.2.3), the majority of these techniques rely on finite element or boundary element methods and are currently not applicable for interactive applications due to complexity issues. Such techniques are therefore not considered further here. That being said, a limited number of research efforts have investigated acoustical diffraction modeling for virtual environment applications. The acoustical diffraction modeling method presented in this dissertation is similar to the approach previously introduced by Tsingos and Gascuel [181]. In their approach, diffraction is approximated by computing the fraction of sound that is blocked by obstacles between the path from the sound source to the receiver by considering the amount of volume of the first Fresnel ellipsoid as opposed to a sphere, that is blocked by any occluders in the path between the sound source and receiver. A visibility factor is computed using computer graphics hardware. A rendering of all occluders from the receiver’s position is performed and a count of all pixels not in the background is taken (pixels that are “set” e.g., not in the background, correspond to occluders). Although experimental results are not extensive, their approach is capable of computing a frequency dependent visibility factor that, unlike other ray-based approaches, takes advantage of graphics hardware to perform this in an efficient manner.

6.2.1 Diffraction Modeling Results in Greater Detail

Simulations were presented that demonstrated the ability of sonel mapping to model diffraction effects in a very simple and efficient manner allowing it to be computed at interactive rates. In the first diffraction simulation (see Section 5.1.4) the correctness of the Huygens-Fresnel principle as implemented in this work was shown. This was performed by calculating the energy reaching the receiver from the sound source for various sound source, receiver and edge configurations using the Huygens-Fresnel implementation (with the visibility of the first Fresnel zone assumed to be one) and comparing the computed results with the results as calculated using a mathematical expression describing a harmonic spherical wave. The smallest and largest average percentage differences were found to be 0.95 (standard deviation of 0.04) and 1.02 (standard deviation of 0.03) respectively.

This simulation was repeated by considering all Fresnel zones instead of only the first Fresnel zone as done in sonel mapping (see Section 4.4.1.4). The energy reaching the receiver was determined by dividing the entire sphere representing the initial wavefront after being emitted from the sound source and traveling some distance, into a number of Fresnel zones and summing the en-
ergy reaching the receiver from each of these Fresnel zones. In this scenario, the range of percent differences for the diffraction implementation were all Fresnel zones were considered was larger, ranging from 0.23 to 5.88 and typically increased with increasing frequency. This increase in percent difference between the actual and computed receiver sound level may be due to numerical errors associated with locating a secondary source in each of the Fresnel zones. As frequency increases, the number of Fresnel zones also increases thus, any errors associated with locating a secondary source in a particular Fresnel zone propagates through (e.g., locating a secondary source in Fresnel zone \( i \) requires the position of a secondary source in zone \( i - 1 \) hence, an error in the position of the secondary source in zone \( i - 1 \) may propagate and therefore, result in an incorrect secondary source position in zone \( i \)). In addition to providing more accurate results, using the approximation that considers only the first Fresnel zone is computationally more efficient. Running time requirements when considering the first Fresnel zone only are less than the timing requirements for the implementation that considers all Fresnel zones. This is of course directly related to the additional time required to determine the position of a secondary source in each additional Fresnel zone after the position of a secondary zone within the first Fresnel zone is determined as well as calculating the visibility weighting of each additional Fresnel zone relative to the receiver. Furthermore, running time when considering all Fresnel zones is directly proportional to frequency given that the number of Fresnel zones increases with increasing frequency whereas, in the approximation where one Fresnel zone is considered only, running time is constant with respect to frequency. The increase in running time can be considerable, especially for higher frequency sounds. As reported in Section 5.1.4 running times for the implementation whereby the first Fresnel zone was considered only ranged from 11.42ms to 12.27ms while running times ranging from 16.90ms to 283.42ms were observed when all Fresnel zones were considered.

Theoretical diffraction models predict that diffraction increases as the ratio between object size and frequency increases due either to a decrease in frequency or a decrease in object/surface size or both [48]. In other words, lower frequency sounds are diffracted more. The acoustical diffraction approach presented in this dissertation is in agreement with theoretical diffraction models as demonstrated in several simulations. In the “first Fresnel zone visibility as a function of receiver height” simulation (see Section 5.1.4), the visibility of the first Fresnel zone was determined as a function of frequency. The computed visibility (whose value is between zero and one) was used to scale the unoccluded energy reaching the receiver after being emitted from the sound source and therefore, there is a direct relationship between visibility and energy reaching the receiver (e.g., as visibility increases, the energy reaching the receiver increases as well).
A stationary sound source and occluder (edge) were positioned at the same height (with respect to the y-axis), while the receiver was positioned at three locations (with respect to the y-axis): i) below the edge position, ii) at the same height as the edge position and iii) above the edge position. The results for the configuration considered in the first scenario (e.g., receiver below the edge position) are as expected. In particular, the visibility of the first Fresnel zone is inversely proportional to frequency whereby, as frequency increases, visibility decreases. The decrease in visibility is due to a decrease in the size of the first Fresnel zone. A decrease in visibility also leads to a decrease in the sound energy reaching the receiver. As a result, as frequency increases, the sound energy reaching the receiver decreases. This conforms to the theoretical model that predicts lower frequency sounds (and therefore longer associated wavelengths) are diffracted more than higher frequency sounds [48]. The results of the second scenario where the receiver is positioned at the same height as the edge position are also as expected. The visibility is approximately 0.5 irrespective of frequency indicating that half of the zone is visible relative to the receiver. Finally, in the third scenario where the height of the receiver was greater than the height of the occluder, visibility and frequency share a direct relationship whereby visibility increases with increasing frequency. This is due to the fact that as frequency increases, Fresnel zone size decreases and therefore, when the height of the receiver is greater than the height of the edge, less of the Fresnel zone will be occluded relative to the receiver. This is illustrated in Figures 6.1 where the visibility of the first Fresnel zone is illustrated for receiver below the edge position (Figure 6.1(a)), at the same height as the edge position (Figure 6.1(b)) and above the edge position (Figure 6.1(c)), for a 4000Hz sound. The increase in visibility associated when the receiver is positioned above the edge is clearly evident.

The simulations described above were generalized by keeping a similar configuration but considering a plane of receiver positions (see the “first Fresnel zone visibility over a plane of receiver positions” simulation of Section 5.1.4). For positions where the receiver height (y-coordinate) was less than the height of the occluder, visibility decreased with increasing frequency as expected and as confirmed in the previous simulation. The decrease in visibility was due to a decrease in the visibility associated with increasing frequency. For positions where the receiver height was greater than the height of the occluder, visibility increased with increasing frequency, once again, as described in the previous simulation, due to the fact that as frequency increases, Fresnel zone size decreases and therefore, when the height of the receiver is greater than the height of the occluder, less of the Fresnel zone will be occluded relative to the receiver.

In the final visibility based simulation (“diffraction by a non-infinite edge” of Section 5.1.4.4), a “non-infinite” plane surface (occluder) with dimensions
Figure 6.1: Fresnel zone visibility for a 4000Hz sound for a stationary sound source and occluder position and varying receiver height (y-axis coordinate). (a) Receiver height (y-axis) less than the occluder height (y-axis), (b) receiver height (y-axis) equal to occluder height (y-axis) and (c) receiver height (y-axis) greater than occluder height (y-axis).
2m × 2m was placed between the sound source and receiver. The position of the sound source remained stationary while the position of the receiver varied in one meter increments across the “y-z” plane.

As shown in Figure 5.18, the visibility of the first Fresnel zone for the 63Hz frequency for each receiver position was equal to one indicating the first Fresnel zone was completely visible to the receiver for all receiver positions. This is expected given that the wavelength of a 63Hz sound wave is 5.4m, much larger than the 2m × 2m edge plane in the path between the sound source and receiver (see Table 6.1 for the corresponding wavelength of each frequency considered). For the 125Hz frequency, the first Fresnel zone was completely visible when the receiver was positioned at locations corresponding to the center of the plane but visibility decreased slightly as the receiver moved away from the center of the edge plane with respect to the y-z axis. As frequency was increased beyond 125Hz, visibility of the first Fresnel zone increased slightly as the receiver was moved away from the center of the edge (with respect to the y-z axis). Although the wavelength corresponding to a 250Hz frequency sound is 1.37m (less than the dimensions of the edge plane), the first Fresnel zone was still partially visible when the receiver was located at or near the center of the edge plane (with respect to the y-z axis e.g., when the receiver was located at y=80 and z=80, the visibility is 0.93). This is due to the fact that the first Fresnel zone is a ring with a radius greater than zero extending beyond the 2m × 2m occluder. For the frequencies of 1000Hz and 2000Hz, visibility was lowest when the receiver's y and z coordinates equaled the y and z coordinates of the sound source (e.g., 80 and 80 respectively corresponding to the center of the occluder) and increased slightly as the receiver moved away from the center of the occluder. This indicates that a small portion of the first Fresnel zone was visible to the receiver as the receiver moved away from the occluder. However, beyond 2000Hz visibility was zero for all receiver positions since the first Fresnel zone was completely blocked by the occluder irrespective of the receiver’s position (see Figures 5.18).

6.3 Sonel Mapping as a “Whole”

Verifying the correct operation and effectiveness of the individual components comprising the sonel mapping algorithm is a much easier task then verifying the operation of the algorithm as a “whole” with all components working collectively to provide an estimate of the room impulse response. Proving the effectiveness of any acoustical modeling system is a difficult task and currently, no standard evaluation method exists. In fact, although various auralization
Table 6.1: Frequency and corresponding wavelength. With a velocity of $v_c = 343\text{ m·s}^{-1}$ for sound in air and a frequency of $f\text{ Hz}$, wavelength $\lambda = \frac{v_c}{f}$.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Wavelength ($\lambda$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>5.44</td>
</tr>
<tr>
<td>125</td>
<td>2.74</td>
</tr>
<tr>
<td>250</td>
<td>1.37</td>
</tr>
<tr>
<td>500</td>
<td>0.69</td>
</tr>
<tr>
<td>1000</td>
<td>0.34</td>
</tr>
<tr>
<td>2000</td>
<td>0.17</td>
</tr>
<tr>
<td>4000</td>
<td>0.09</td>
</tr>
<tr>
<td>8000</td>
<td>0.04</td>
</tr>
</tbody>
</table>

systems do exist, a detailed evaluation of their accuracy is lacking (see [179]). Various approaches have been considered in the past to address this issue including experiments using human subjects and comparisons between various measures made in an actual room and the corresponding measures estimated by simulating the same room by the system. Evaluation of the sonel mapping algorithm functioning as a complete system was performed in two simulations. In the first simulation (the “simple room” simulation), a single sound source and receiver were placed within a rectangular room with a single occluder that contained two diffracting edges such that the direct path between them was occluded. The sound reaching the receiver over a short duration was then estimated several times, each time varying the number of sonels emitted from the sound source and for various frequencies.

Generally, a decrease in sound level was observed as frequency was increased (and hence wavelength decreased). This is to be expected given the inverse relationship between wavelength and diffraction (in the sonel mapping method, as wavelength is decreased, the surface diffraction zone is decreased and therefore, the likelihood of diffraction also decreases). An increase in receiver sound level was also observed with increasing sonel count. This too is also expected given that the likelihood of a sonel interacting with a receiver as the number of propagating sonels is increased also increases. However, increasing the sonel count leads to a direct increase in the computation time. This is illustrated in Figure 5.23 where sonel count is plotted against simulation time. Simulation time for each sonel count was averaged across each frequency channel. Although error bars (standard deviation) are included in Figure 5.23, the resulting error (standard deviation) associated with averaging across each frequency band is small and therefore, error bars may not be clearly visible. The results are provided in Table 5.9 and as shown, there is a direct, linear relationship between sonel count and simulation time. With the computer used for this simulation, the average time to emit and trace one sonel
The second simulation was provided to illustrate the operation of sonel mapping. The propagation of sound energy in a particular environment under several different sound source, receiver and occluder configurations was modeled: i) absence of the occluder, ii) presence of the occluder but diffraction effects ignored and iii) presence of the occluder and diffraction effects accounted for. For each of the three scenarios, the position of the single receiver was varied across a plane along a portion of the “x-z” axis of constant height (e.g., y-coordinate remained constant at \( y = 5 \)). Both x and z coordinates were varied in increments of 0.5m beginning at 5.5 and ending at 9.5.

Although the purpose of the simulation was to illustrate the operation of various aspects of sonel mapping, several observation confirming the correct operation of sonel mapping can be made. In the first scenario (absence of the occluder), as shown in the contour plot (sound level vs. receiver position) of Figure 5.26(b), sound level was distributed throughout the portion of the room that was sampled (in the contour plot, sound level is encoded by color whereby, brighter colors indicate greater levels). This is expected given that there were no obstructions within the room and there was a clear path between the sound source and receiver for all receiver positions considered (in the example echogram of Figure 5.26(a), the direct sound is clearly evident). In the second scenario, an occluder was placed between the sound source and receiver thus obstructing the direct path between them. As illustrated in the contour plot of Figure 5.27(b), the decrease of sound level behind the occluder is clearly evident. This is also expected given that the occluder blocked many of the direct paths between the sound source and receiver. However, the height of the room was 8m and the height of the edge was 6m and therefore, there will still be sonels that do reach beyond the occluder despite the fact that there is no direct path between the sound source and receiver. Finally, in the third scenario where the occluder was present but diffraction effects were accounted for, sound level for receiver positions beyond the occluder was greater than the sound level at similar locations when edge effects were ignored (see Figure 5.29(b)). This increase in sound level arriving at the receiver is also expected given that diffracted sound reaches a receiver despite the fact that the direct path between the sound source and receiver is occluded.

### 6.4 Limitations of the Sonel Mapping Algorithm

Although sonel mapping does overcome many of the problems inherent with many of the currently available acoustical modeling systems, there are several
limitations associated with the algorithm as currently implemented. Many of these limitations result from the several assumptions that are presently in place and not necessarily related to limitations with the algorithm itself. For example, for the purposes of modeling diffraction effects, it is currently assumed that the scene is comprised of planar occluders (edges) only (e.g., no curved surfaces) and therefore, any non-planar objects must be approximated with planar surfaces. This planar assumption is not required when considering specular and diffuse reflections only but is required to model diffraction effects and particular, to dilate a surface by frequency dependent amount and thus define the diffraction and non-diffraction zones. Furthermore, edges in the scene where a sonel can be diffracted must be explicitly specified by the user. Other limitations associated with the current implementation are related to the simplified sound source distribution functions and the fact that refraction is ignored. Ignoring refraction limits sonel mapping to indoor environments whereby refraction can in fact be typically ignored [48].

6.5 Summary

This chapter examined the effectiveness and correct operation of the sonel mapping method by examining the results of the simulations presented in Chapter 5 in greater detail. In many situations, the environment remains static (e.g., no movement of the sound source or objects within the environment) for some time. By exploiting this static property and therefore storing and reusing information regarding the sound energy within the environment as done with the sonel map, efficiencies can be gained. Results of various simulations indicate the correct operations of the components comprising the sonel mapping algorithm as well as the collective operation of the individual components working as a complete system to provide an efficient estimation of the sound propagation through an environment.

Although the focus of this work is acoustical modeling, sonel mapping is itself not specific to acoustical wave energy propagation. Rather, sonel mapping is a framework for energy propagation despite the fact that in this work, it is used to model the acoustics of a particular environment. Given the appropriate model parameters (for example, source emission functions, wave/surface interaction models etc.), it can be used to model the propagation of any type of wave energy, be it sound, light etc. including any type of interaction between the wave and the medium (if a medium is required for the wave to propagate) in addition to any surfaces/objects the wave may encounter. Given a particular model of wave (energy) propagation, sonel mapping can be used to simulate
and recreate the particular wavefield. Finally, there are various limitations associated with sonel mapping, many of them stemming from the various assumptions currently in place. As described in Chapter 7, many of these limitations will be addressed in future work.
Chapter 7

Conclusions and Future Work

Given the importance of spatial hearing to humans, incorporating spatialized sound cues in immersive displays seems obvious. In fact, doing so can be beneficial for a variety of reasons. Although the inclusion of spatial sounds can lead to greater realism and quality, in contrast to the sounds present in our natural surroundings sounds present in many acoustical displays typically lack spatial information. Spatial auditory cues are overlooked by the majority of immersive displays where historically, emphasis has been placed on the visual sense instead. Furthermore, when present, the spatial sound cues do not necessarily reflect natural cues. The majority of systems that do convey auditory information do so poorly, typically assuming that all interactions (reflections) between a sound wave and objects/surfaces in the environment are specular, despite that in our natural settings, acoustical reflections may be diffuse and there may also be diffractive and refracted components as well. Failure to accurately model reflection phenomena leads to a decrease in the spatialization capabilities of the system, ultimately leading to a decrease in performance and a decrease in presence or immersion. Over the last few decades the field of virtual audio has progressed considerably due in part to the realization of the benefit spatial sound can offer. Spatial sound technology is now being exploited by a wide variety of applications. It has become an integral part of many multi-modal virtual environments and it is being incorporated into real world applications where it provides human operators further information without compromising the information presented via other modalities.
Although much progress has been made in the field of spatial audio, the majority of accurate acoustical modeling techniques are far too computationally expensive to meet the dynamic and interactive requirements of virtual environments. This dissertation presented the sonel mapping algorithm. Given a model of wave (energy) propagation, sonel mapping can be used to simulate and recreate the particular wavefield regardless the complexity of the model itself. This chapter provides a summary of the sonel mapping algorithm and highlights its major contributions. The chapter ends with a suggestion of potential areas for future research.

7.1 Summary

Sonel mapping is the application of the photon mapping technique to acoustical modeling. Sonel mapping uses the same basic approach as photon mapping but takes into account the physical attributes of sound propagation while addressing the possible interactions when a propagating sound encounters a surface/object or obstruction in its path (e.g., specular or diffuse reflection, diffraction or absorption).

As with photon mapping, sonel mapping is a two-pass Monte-Carlo particle-based technique. In the first pass (the sonel tracing stage), sonels are emitted from each sound source and traced through the scene until they interact with a surface. The distribution of sound frequency in a given source is approximated by considering the center frequency of a fixed number of frequency bands (channels). Each sonel represents the energy contained in one frequency band. When a sonel encounters a diffuse surface at some point \( p \), it is stored in a structure called a sonel map while a new sonel is generated and reflected diffusely. Upon encountering a specular surface, the sonel is reflected specularly. If the sonel encounters an occluder (edge) or, falls within the diffraction zone of an occluder, the sonel is reflected by choosing a random direction over the hemisphere about the incidence point on the edge. As with specularly reflected sonels, diffracted sonels are not stored.

In the second stage (the acoustical rendering stage), the echogram is estimated through the use of the previously constructed sonel map coupled with Monte-Carlo visibility ray tracing. The echogram is estimated by tracing acoustical visibility rays from each receiver into the scene and recording their interaction with any objects/surfaces they may encounter. When a ray intersects a diffuse surface at point \( p \), tracing of the ray terminates and the sonel map is used to provide an estimate of the acoustical energy leaving point \( p \) and arriving at the receiver using a density estimation algorithm. The energy is scaled
to account for attenuation by the medium and then added to the accumulating echogram. Specular reflections are handled using the same approach as in the sonel tracing stage whereby ideal specular reflections are assumed (e.g., angle of reflection is equal to the angle of incidence with respect to the surface normal). When an acoustical visibility ray encounters a sound source indirectly, the fraction of energy leaving the sound source and arriving at the receiver is determined, scaled to account for attenuation by the medium and the added to the accumulating echogram. Direct sound is accounted for when an acoustical visibility ray encounters a sound source prior to encountering any other object/surface. When the acoustical visibility ray is incident on an edge or falls within the diffraction zone of a surface, the ray is diffracted using a modified version of the Huygens-Fresnel principle.

Sonel mapping overcomes many of the fundamental problems associated with deterministic approaches (e.g., exponential running times) by employing Monte-Carlo methods. Sonel mapping is based on Monte-Carlo ray tracing whereby point sampling is used to provide an estimate of the sound energy in a model. In addition, instead of relying on a deterministic approach, sonel mapping employs a Russian roulette approach to determine which type of interaction does occur at each sonel/surface interaction point. Using a Russian roulette approach, a single interaction occurs at each sonel/surface interaction point as opposed to multiple interactions inherent with many deterministic approaches. This leads to a tremendous savings in computational cost in addition to allowing for the possibility of exploring arbitrarily long reflection paths, paths that may not necessarily be explored using deterministic techniques. The sonel mapping approach enjoys various advantages over deterministic based techniques, including i) the ability to handle arbitrary geometry, ii) low memory consumption, iii) can handle procedural geometry, iv) can handle any type of reflection model v) does not require a pre-computation of the representation for the solution and vi) the result is correct except for variance (noise). Furthermore, the use of a Russian roulette approach allows for the possibility of exploring arbitrarily long paths that may not necessarily be explored using other, deterministic approaches while eliminating the potential exponential running times inherent in many deterministic approaches. Moreover, with Russian roulette, the accuracy of the simulation can be improved by increasing the number of samples initially emitted from the sound source. Although this leads to an increase in computation time, an efficiency vs. accuracy trade-off can nevertheless be made.

In addition to modeling of specular and diffuse reflections, sonel mapping addresses the modeling of diffraction effects. Acoustical diffraction is accomplished using a modified version of the Huygens-Fresnel principle [79]. The Huygens-Fresnel principle assumes a propagating wavefront is composed of a number of secondary sources. This fits nicely into the sonel mapping proba-
biliistic framework whereby acoustical wave propagation is approximated by propagating sonels from a sound source and tracing them through the environment. Diffraction effects are approximated in a very simple and efficient manner allowing computation at interactive rates. Although the Huygens-Fresnel principle is a rather simple approach, it can satisfactorily describe a large number of diffraction configurations in an efficient manner.

Sonel mapping exploits the fact that in many situations, the environment remains static for some time by storing and reusing information regarding the sound energy in an environment. Sonels are stored in a data structure called the sonel map and can be re-used later as needed. This avoids potentially complex and computationally expensive operations required to model the propagation of sound energy from continuously being performed leading to further gains in efficiency.

7.2 Future Work

Although the sonel mapping approach introduced in this dissertation overcomes many of the limitations associated with existing acoustical modeling approaches, it has also identified issues that warrant further investigation. This section describes potential additions, modifications and improvements that could be pursued in the future.

7.2.1 Short Term Extensions

More realistic distribution functions for the emission of sonels throughout various phases of the sonel mapping algorithm could be explored. Directional distribution functions could be employed at the sound source to model sound sources with other than omni-directional directivity. This would allow for more realistic modeling of sound sources such as loudspeakers, musical instruments and human speech. Distribution functions could also be employed in the acoustical rendering stage where the sonel map is used to estimate the diffusely reflected energy reaching a receiver. Currently it is assumed that sonels used to provide this estimate (e.g., all sonels within a pre-defined distance of the incidence point) will actually reach the receiver when in fact they may not necessarily do so. An energy distribution function would more realistically describe the energy reaching the receiver from such a diffuse reflection point.

Another approach worth further investigation is the combination of Russian roulette and a deterministic termination criterion such as the energy discon-
tinuity percentage (EDP) \[52\] whereby a sonel is terminated after its energy level has decreased beyond some pre-defined amount. The EDP could be used to accurately model the early and most important portion of the impulse response while Russian roulette could be used to model the latter portion. The latter portion of the impulse response is typically approximated as exponentially decaying noise in order to limit the computational cost associated with modeling it. However, using Russian roulette, it may be possible to obtain an efficient approximation to the latter portion of the impulse response more accurate than existing approaches at a feasible computational expense. By combining both approaches, the benefits of each one can be exploited and used to provide a more accurate solution without incurring the potentially exponential increase in computational cost if a deterministic approach was used alone.

Finally, only diffusely reflected sonels are currently stored in the sonel map. Specularly reflected sonels are not stored since such sonels would not provide useful information (given that the probability of having a matching incoming sonel from the specular direction is small). Future work will investigate the storing of diffracted sonels in a manner similar to the diffusely reflected sonels possibly in a separate map. This may further lead to greater efficiencies as it avoids the re-computation of diffractive components.

7.2.2 Longer Term Extensions

The current model of acoustical energy propagation contains various assumptions and approximations. One such approximation is with respect to refraction: it is ignored altogether. Although refraction can be ignored in the majority of indoor acoustical modeling applications where the medium is homogeneous as assumed for the environments considered in this work, modeling of acoustical refraction will be addressed in future versions. Accounting for refraction effects will increase the robustness of the sonel mapping algorithm. In particular, it can be used to model outdoor environments where refraction is more likely to occur and to model environments where the medium of propagation is not necessarily solely air but may include water (e.g., under-water acoustics) or solids (e.g., steel). A technique that may prove to be useful in modeling refraction phenomena is the participating media \[84\] extension to photon mapping that allows photon mapping to model environments where the assumption that light travels through a vacuum (as assumed in the photon mapping technique) is not valid (e.g., light passing through fog and smoke).

Sonel mapping is a physical-based approach, inspired by various physical phenomena that describe the propagation of wave energy. The simulations presented in this dissertation have shown that sonel mapping does conform to the expected analytical and theoretical results. Further verification could in-
volve comparisons between measurements made in an actual (controlled room) and with the results of simulating the acoustics of the same room. Although measurements can be made in a “regular” (con-controlled) room, using a room whereby the room parameters can be controlled (e.g., exactly specifying the absorption and diffuse reflection coefficients) can allow for meaningful comparisons to be made. Such an approach is taken by Tsingos et al. [179] where they constructed a simple enclosure (the “Bell Labs Box”) in order to validate their acoustical diffraction method by comparing actual measured impulse responses in the Bell Labs Box and the impulse response obtained by simulating the enclosure.

Despite the many simulations described in this dissertation, none of these simulations included human subjects despite the fact that the ultimate user of any acoustical modeling application and virtual environment in general including sonel mapping, is a human. Although sonel mapping may be correct with respect to physical laws, human auditory perception must also be accounted for as various physical attributes of sound may lead to differing perceptual responses across human observers. In addition, perceptual factors may also dictate that in certain situations, complete accuracy is not necessarily required and a coarse approximation may be sufficient, leading to potential increases in efficiencies. There is a vast amount of information with respect to acoustical cues used by human listeners given the long history of psycho-acoustical research that have investigated controlled studies examining the relationship between observed sound stimuli features and the corresponding perceptual response [108]. Human perceptual factors and insensitivities have been exploited in various computer graphics applications. By employing computational resources to those portions of a scene that are observed by a human observers in contrast to features that provide little or no meaning to the overall image appearance, can result in tremendous performance gains can be achieved [114]. Despite this vast knowledge, many acoustical modeling approaches have focused on the physical attributes of sound propagation and at times completely ignore any perceptual effects. Fortunately, this is changing. For example, Martens has recognized the importance of perceptual effects with respect to auditory displays and examined the deployment of auditory display technology whereby responses are calibrated to actual responses of a the human listener [108, 110, 112]. Martens [109] also describes some of the “uses and misuses” of psychophysical methods that are used to subjectively evaluate spatial sound reproduction.

Given the importance of perceptual factors, future work will include experimental verification of sonel mapping with human subjects to determine the effectiveness of the approach to human listeners, the intended target audience. Sonel mapping is based on theoretical (physical) properties and although it does conform to theoretical results, there is not necessarily a perfect map-
ping between physical properties and perception. For example, the perceptual equivalent to intensity is loudness; loudness is a subjective measure and although intensity can be measured, loudness cannot. Furthermore, loudness may not always be an accurate representation of intensity [132] as the loudness of pure tone sounds is frequency and bandwidth dependent [133]. In addition to verification of the approach, human tests may also lead to refinements to the algorithm in order to account for perceptual effects. Human tests would also allow for meaningful conclusions to be drawn with respect to the efficiency vs. accuracy trade-off in order to determine just how many sonels are required to simulate the acoustics of a particular environment. This may involve user tests whereby users are to localize a sound source while varying the number of sonels emitted from a sound source (e.g., the number of sonels could be the control variable). Since there is a direct relationship between the number of sonels emitted and the required computation time, limiting the number of emitted sonels leads to increased efficiency. Furthermore, as described in the simple room simulation of Section 5.1.4.5, as the number sonels emitted from a sound source is increased, the sound level at a receiver approaches the actual sound level. Rather than increasing the number of sonels, it may be worth examining whether there is a “correction” that can be used to bring the sonel count to an asymptote. User tests can be used to confirm the validity of such a correction. Other potential avenues worth investigating further involve examining how much accuracy with respect to physical properties, is actually required when modeling various aspects of the algorithm (e.g., diffraction, diffusion and specular reflection) and whether perceptual effects can be incorporated in to modeling such features thereby reducing the computational requirements. Martens at al. have conducted similar investigations with respect to diffraction modeling and as described in Section 3.2.3, describe a perceptually-based solution to the diffraction of sound by an occluder of low computational cost.

Finally, the sonel mapping algorithm itself is parallel in nature when considering that each of the discrete set of frequencies in the simulation is considered separately. This parallel nature can be exploited by performing the simulation of each frequency separately in parallel and then combining the results. Although introducing such parallelism does require the use of additional hardware (e.g., processors), the cost of such hardware has dropped significantly over the last several years making such an approach definitely feasible.
Appendix A

Background: Acoustical Rendering - Putting it all Together

This appendix examines the delivery of spatial sound to a listener through headphones or loudspeakers, outlining the advantages and limitations of each approach. In the process of doing so, several loudspeaker-based three-dimensional sound systems are described. Although the delivery of spatial sound to a listener is not considered in this dissertation, the information presented in this Appendix is given for completeness.

A.1 Headphone Based Systems

Headphone based systems offer a number of advantages over loudspeaker based systems. Headphones provide a high level of channel separation, thereby minimizing any crosstalk that arises when the signal intended for the left (or right) ear is also heard by the right (or left) ear. Headphones isolate the listener from external sounds and reverberation which may be present in the environment [67], ensuring the acoustics of the listening environment or the listener’s position in the room, do not affect the listener’s perception. Despite the potential benefits headphone based systems offer, they do have their shortcomings as well. Headphones may be uncomfortable to wear and can be cumbersome. Furthermore, unless the relevant spatial information is accounted for (e.g., reverberation and HRTF information), sounds conveyed through headphones will not be “externalized” but rather will appear to be originating from within the head. This is referred to as inside-the-head localization (IHL) and is described further in the following section. Finally, as described in Section[A.1.2] the response of the headphone introduced by the headphone transducer itself may have to be accounted for as well.
A.1.1 Inside-the-Head Localization

Inside-the-head localization (IHL) refers to the lack of externalization of a sound source resulting in the false impression that the sound is originating from inside the listener’s head and can only move left and right inside the head along the interaural axis, being biased towards the rear of the head [94]. IHL results from various factors including the lack of correct environmental context (e.g., lack of reverberation and HRTF information). IHL can be greatly reduced by ensuring the sounds delivered to the listener’s ears reproduce the sound as it would occur naturally, or in other words providing the listener with a “realistic spectral profile of the sound at each ear” [162]. Although the externalization of a sound source is difficult to predict precisely, it does increase as the sound becomes more “natural” and contains spatial information [15] that is updated appropriately with any head movements, as in “normal” listening situations [43]. Although rare, IHL can also occur when listening to “external” sound sources in the real world, especially when the sounds are unfamiliar to the listener or when the sounds are obtained (recorded) in an anechoic environment [43].

A.1.2 Headphone Equalization

The headphone transfer function represents the characteristics of the headphone transducer itself as well as the transfer function between the headphone transducer and the ear drum (or at the point in the ear canal or outer ear where it is measured) [98]. It can be measured in a manner similar to the approach used to measure HRTFs except that headphones are placed over the ears of the target head. Unlike HRTFs, the headphone transfer function does not vary as a function of sound source location hence only one measurement is required. Once the transfer function has been obtained, equalization filters can be used to remove it from headphone conveyed sound. A detailed description of headphone equalization is provided by Møller [129].

The spectral features of the headphone transfer function can be significant and can contain peaks and notches with magnitude and bandwidth similar to the magnitude and bandwidth of the peaks and notches of HRTFs [98]. The transfer function may influence the resulting ITD due to group delays which vary between the ears and the location of headphone placement. However, the differences resulting to the transfer function from different headphone placements will unlikely lead to any degradation of localization abilities [116, 121]. Several studies have also shown that the headphone transfer function varies across individuals with individual differences that can be substantially larger.
than the differences between individual HRTFs \cite{71,130}. Although headphone equalization is a straightforward task, its effects on sound source localization are not completely known and currently, it is unclear whether headphone equalization is actually required \cite{202}.

A.2 Loudspeaker Based Systems

In this section, several loudspeaker-based three-dimensional sound techniques are described. There are also various loudspeaker-based systems that do not necessarily incorporate “true” three-dimensional sound technologies, but are widely used especially for entertainment purposes (e.g., Quadraphonics\textsuperscript{TM} \cite{153,154}, Ambisonics \cite{60,68}, Dolby Stereo\textsuperscript{TM}, Dolby Digital\textsuperscript{TM} and Dolby 5.1\textsuperscript{TM} \cite{102}). Such systems do not necessarily incorporate “true” 3D sound technologies but they have nevertheless inspired development of more modern approaches including wave field synthesis whereby a large number of loudspeakers is used to completely and accurately recreate the sound field of a particular environment leading to high quality auralization \cite{22}. Emphasis here is placed on systems that aim to recreate a particular sound field as it would be in the natural setting and therefore, such systems are not described further here (see \cite{158} for further details regarding such system and recording/playback techniques in general). Irrespective of the loudspeaker techniques employed, the intended effect of these techniques is restricted to a small region of space. This small region is known as the listener sweet spot and deviation from this region will lead to serious degradations in system performance.

A.2.1 Transaural Audio

Rather than presenting BRIR-processed sound to a listener via headphones, loudspeakers can be used instead. However, in contrast to using headphones, there is no isolation between the signals intended for the left and right ears when loudspeakers are used. In other words, in a typical two loudspeaker (stereo) scenario, the signal received at the left and right ears is a linear combination of the signal output by the left and right loudspeakers, including any filtering effects introduced by the loudspeakers and the environment (e.g., the speaker frequency response, absorption of sound by the medium and head response) \cite{67}. In addition to the desired signal coming from the left and right loudspeakers $H_{LL}$ and $H_{RR}$ respectively, a delayed and attenuated portion of the left loudspeaker signal will reach the right ear $H_{LR}$, while a delayed and
Figure A.1: Crosstalk. When using loudspeakers as opposed to headphones to convey sound to a user of a three-dimensional sound system, in addition to the desired left loudspeaker signal $H_{LL}$ reaching the left ear $e_L$, a delayed and attenuated portion of the right loudspeaker signal $H_{RL}$ will also reach the left ear. A similar situation occurs with the signal reaching the right ear $e_R$, where in addition to the desired signal $H_{RR}$ from the right loudspeaker, a delayed and attenuated portion of the left loudspeaker $H_{LR}$ will also reach the right ear.

An attenuated portion of the right loudspeaker signal will reach the left ear $H_{RL}$ (see Figure A.1). This is known as crosstalk and must be removed. Transaural audio [38] is a loudspeaker technique that employs crosstalk cancellation to remove the unwanted cross talk signals and can overcome some of the limitations inherent with HRTF headphone based systems.

A.2.1.1 Crosstalk Cancellation

Crosstalk cancellation was first proposed by Bauer in 1961 [12] in order to allow for the delivery of HRTF based audio to a listener using a pair of loudspeakers as opposed to headphones. Two years later, the first crosstalk canceller was actually implemented by Atal and Schroeder [8]. Essentially, the Atal and Schroeder crosstalk canceller involves adding a delayed and inverted version of the crosstalk signal to the opposite loudspeaker output. A delayed and inverted version of the crosstalk signal going from the right loudspeaker to the left ear $H_{RL}$ would be added to the left loudspeaker output, while a delayed and inverted version of the crosstalk signal going from the left loudspeaker to the right ear $H_{LR}$ would be added to the right loudspeaker output. Given that the inverted signals are $180^\circ$ out of phase and delayed, if the delay is chosen such that it equals exactly the amount of time it takes for the crosstalk signal to
reach the opposite ear, the crosstalk will be (ideally) completely cancelled.

In theory, crosstalk cancellation completely removes the unwanted signals thereby allowing the desired binaural signals to be delivered to the corresponding ears. In practice however, this is not the case. Given the use of HRTFs in the crosstalk canceller, its effectiveness is limited by the variability in size and shape of the human head and pinna [67]. It has a small listener sweet spot and in order for it to function properly, the listener must remain stationary in the sweet spot since movements as small as 74 - 100mm completely destroy the desired effect [135]. When the listener moves more than this amount, the HRTFs used by the crosstalk canceller may be incorrect and the time required for the crosstalk signals to reach the contralateral ears and the attenuation factor may also change. As with headphone based systems, this problem can be greatly reduced by tracking the listener’s head. Gardner [67] developed a system utilizing a magnetic head tracker in order to produce a much more realistic and greater range three-dimensional auditory display using loudspeakers. Given the dynamic updates of head movements, this system offers improved localization over existing, non-tracked loudspeaker displays as it allows for dynamic localization cues. Mouchtaris et al. [135] describe a loudspeaker based three-dimensional audio display which allows for dynamic crosstalk cancellation that uses a camera-based head tracking system and thereby eliminates the tether associated with magnetic trackers.

A.2.2 Amplitude Panning

In amplitude panning, the amplitude (intensity or output level) of the signal being delivered to each loudspeaker\(^\text{1}\) is adjusted in some manner as to simulate the directional properties of the ILD. In other words, by adjusting the amplitude of the signal applied to each loudspeaker through the use of a gain factor, the listener perceives a virtual sound source emanating from some direction dependent on the gain factors [144]. Mathematically, amplitude panning is described by

\[
b_i(t) = g_i(t)s_m(t), \quad i = 1, \ldots, N
\]

where, \(b_i(t)\) is the signal output by loudspeaker \(i\) at time \(t\), \(s_m(t)\) is the “unprocessed” sound applied to each of the loudspeakers at time \(t\), \(g_i\) is the gain factor applied to the signal delivered to loudspeaker \(i\), and finally, \(N\) is the total number of loudspeakers being used.

Various amplitude panning techniques exist which allow for a wide variety of loudspeaker set-ups including both two and three-dimensional configura-

\(^{1}\)Headphones can also be used when the number of loudspeakers is two.
tions. The general idea is to compute the appropriate gain factors to create the impression of a virtual sound source at a specific position relative to the listener. The stereophonic law of sines [11] and the tangent law [19] can be used to compute the gain for each channel in the typical two-channel stereo configuration. Using pair-wise amplitude panning techniques [39], two-channel methods can be extended to account for N loudspeakers by choosing and outputting the sound to two loudspeakers only, in a manner similar to the conventional two-channel stereo panning technique.

Three-dimensional panning is an extension of the two-channel, two-dimensional technique. In a manner similar to pair-wise amplitude panning, sound is applied to a subset of three loudspeakers only. A virtual sound source can be positioned anywhere on the triangle formed by the three loudspeakers. However, currently no general trigonometric method of three-dimensional amplitude panning for an arbitrary three-dimensional loudspeaker setup exists and the calculation of the gains applied to the loudspeakers is configuration dependent [144].

A.2.2.1 Vector Base Amplitude Panning

A more recent method of calculating the gain factors is the vector base amplitude panning (VBAP) technique. This technique can be used with an arbitrary number of loudspeakers and supports two and three-dimensional loudspeaker configurations. It allows the loudspeakers to be placed in any position provided they are nearly equidistant around the listener and that the listening room is not very reverberant [144].

In the stereo VBAP configuration, the two channel stereo setup is treated as a two-dimensional vector base defined by two unit length vectors, each vector pointing to one of the two loudspeakers. A third unit vector points to the direction of the virtual sound source and is formulated as a linear combination of the two (appropriately scaled) loudspeaker vectors. Using simple linear algebra techniques, the two loudspeaker scaling factors (gains) can be calculated. The formulation of two-dimensional VBAP can be generalized to handle a three-dimensional loudspeaker configuration, where three equidistant loudspeakers can be thought of as being positioned on an imaginary unit radius sphere. Three loudspeaker unit vectors point from the listener position to one of the three loudspeakers and a fourth unit vector points to the position of the virtual sound source. The virtual sound source can then be mapped into a location within the “active triangle” formed by the three loudspeakers. As with the two-dimensional stereo configuration, the vector pointing to the virtual source can be given as a linear combination of the three loudspeaker vectors and linear algebra can be used to calculate the appropriate gain applied to each loud-
speaker. Two and three-dimensional VBAP can be extended to allow an arbitrary number of loudspeakers. In a two-dimensional configuration, two of the \( N \) loudspeakers that lie on the same plane as the listener (typically the horizontal plane \([144]\)) are chosen and sound is applied to these two loudspeakers only. In the three-dimensional configuration, three of the \( N \) loudspeakers are chosen and the sound will be mapped to a location within the “active triangle” formed by the three loudspeakers.

The VBAP technique is a relatively simple and computationally efficient method which allows for the maximum virtual sound source localization accuracy possible with amplitude panning \([144]\). However, in the three-dimensional configuration, maximum localization accuracy (minimum virtual sound source directional error) is proportional to the dimension of the active triangle \([144]\) and although the dimension of the active triangle can be decreased by increasing the number of loudspeakers, increasing the number of loudspeakers may not always be practical. In addition, as with all pair-wise and triplet-wise amplitude panning techniques, the virtual sound source will spread when it is panned between loudspeakers. Finally, although VBAP allows for accurate virtual sound source localization on the azimuthal plane especially near the median plane, the localization of virtual sound sources that do not lie on the azimuthal plane (e.g., non-zero elevation) cannot be predicted as it is dependent on the individual listener although with a large number of loudspeakers elevation localization becomes acceptable \([145]\).

A.2.3 Wave Field Synthesis

Wave field synthesis (WFS), developed at the Technical University Delft by Berkhout et al. \([22, 29]\), involves a large number of closely-spaced loudspeakers that are fed audio signals in a manner such that a highly natural sound field is produced including the reproduction of wave front curvature that would result from real sound sources. It thus allows the simultaneous reproduction of an arbitrary number of virtual sound sources \([22]\). The theory behind the WFS technique is Huygens’ principle which states that at every time instant, every point on the primary wavefront can be thought of as a continuous emitter of secondary wavelets and these secondary wavelets combine to produce a new wavefront in the direction of propagation. Given a wave (sound) field (that is known with respect to pressure and normal particle velocity) on a boundary surface \( S \) of a closed volume \( V \) free of any sources, the sound pressure at any point within \( V \) can be determined. In the ideal scenario, planes of loudspeakers surround the listening area and are driven with signals such that they produce a volume flux proportional to the normal component of the particle velocity of the original wave field at each corresponding position \([28]\). However,
for practical purposes (e.g., hardware and computational power requirements),
rather than using multiple planes of loudspeakers, linear loudspeaker arrays
surround the listener area instead. This does of course lead to several prob-
lems. Most notably, sound reproduction is correct only for wave field compo-
nents in the horizontal plane and therefore, sound reproduction is not correct
over the entire listening area [27]. Given a linear array, the input signal \( E_i(\omega) \)
of each loudspeaker \( i \) can be described as [28]

\[
E_i(\omega) = K \sqrt{jk} V_n(r_i, \omega)
\]  

(A.2)

where, \( V_n(r_i, \omega) \) is the normal component of the particle velocity at the loud-
speaker position \( r_i \), \( k \) is the wave-number and \( K \) is a constant depending on the
loudspeaker sensitivity (given a loudspeaker with a flat frequency response, \( K \)
is frequency independent).

In contrast to other loudspeaker-based systems whose intended effect is re-
stricted to the listener sweet spot, WFS systems generate a wave field with
natural time and space properties enveloping an extensive listening area [53]
where multiple listeners are free to move about without fear of losing the cor-
correct acoustical impression. This has made WFS an attractive technique for
auralization in addition to other applications including sound enhancement in
theaters, multi-purpose auditoria and reproduction of multi-channel record-
ings [53]. In fact, in theory, it is a superior technique [144], however, it is
usually impractical due to several inherent limitations. Most importantly, it
requires the distance between loudspeakers to be as small as possible in or-
der to avoid spatial aliasing (the highest frequency that can be represented is
inversely proportional to the spacing between loudspeakers) [144, 185]. This
results in the requirement of a large number of loudspeakers and extensive
computational requirements.

A.2.4 Spherical Microphone Arrays

Rather than generating three-dimensional audio using the methods discussed
in the previous sections (HRTF-based techniques, amplitude panning, WFS
e tc.), another technique involves recording the sound field of a particular envi-
ronment using an array of microphones and then reproducing it at a later time
over a region of space and over the entire frequency band [1] with the ultimate
goal of reconstructing the original sound field [126]. Various microphone ar-
ray configurations are available including linear, circular and planar, whose
theoretical analysis is well developed and have been applied to a variety of ap-
plications such as speech enhancement in conference rooms and auralization
of sound fields measured in concert halls [147]. Spherical microphone arrays,
whereby a number of microphones are mounted on the surface of a sphere, have also been introduced and used for a variety of applications including, spatial beamforming, sound recordings with high spatial detail and sound field measurements and analysis. Unlike other array configurations, the spherical symmetry inherent in a spherical microphone array allows for three-dimensional analysis \[148\]. Various sampling approaches are available including equiangle sampling \[56\], Gaussian sampling and nearly uniform sampling \[148\]. However, regardless the sampling technique used, in order to avoid aliasing, sampling must be band-limited (e.g., limited harmonic order) \[148\] and the number of microphones required to sample up to the \(N\)th order harmonic of a signal is at least \((N+1)^2\) \[148\]. Although in theory one can sample up to any order harmonic, due to the limited technology currently available, sampling has typically been restricted to measuring the zeroth and first order of a sound field.

The idea of recording a sound field and reproducing it a later time is certainly not new. In fact, Ambisonics, introduced in the early 1970s is such a microphone technique that can be simulated to perform a synthesis of spatial audio \[144\]. However, until recently, such available systems were restricted to recording the zeroth and first order harmonics of a sound fields. Only recently has a system capable of recording second order sound fields been introduced \[143\]. Abhayapala and Ward presented the theory (using spherical harmonics analysis) and guidelines for a higher order system and provided an example of a third order system for operation in the frequency range of 340Hz to 3.4kHz \[1\]. More recently, Rafaely presented a spherical-harmonics-based design and analysis for a spherical microphone array framework, covering the effects factors including array order, input noise, microphone positioning and spatial aliasing \[148\].
Monte Carlo Methods

This appendix provides a brief introduction to stochastic methods relevant to this work. In particular, Monte-Carlo integration and Russian roulette are described.

B.1 Monte Carlo Integration

Monte-Carlo integration methods originated at the Los Alamos National Laboratory during the development of the atomic bomb just after World War II [97]. Using stochastic sampling, Monte-Carlo methods are used to estimate integrals which may be difficult to solve analytically. They have been applied in a variety of applications, ranging from neutron transport problems, radiative heat transfer, queuing theory and computer graphics, where they can be used to accurately compute illumination throughout a scene [173]. Given an integral of the form

$$I = \int_{\Omega} f(x) dx$$

(B.1)

where, $f(x)$ is a function evaluated over the domain $\Omega$, Monte-Carlo integration provides an approximation to the integral $I$ by randomly sampling the integral...
and averaging the results. Mathematically, the Monte-Carlo approximation $I_m$ to the original integral $I$ is given by [173]

$$I_m = \frac{1}{N} \sum_{i=1}^{N} \frac{f(\xi_i)}{p(\xi_i)} \quad (B.2)$$

where, $\xi \in \Omega$ is a uniformly distributed random number, $p(\xi_i)$ is the probability density function (pdf) describing the probability of the occurrence of $\xi_i$ and $N$ is the total number of samples taken. As the number of samples is increased, the approximation becomes more accurate and when considering the limit, the approximation will approach the actual value (e.g. converge)

$$\lim_{N \to \infty} I_m = I. \quad (B.3)$$

Although the Monte-Carlo estimate does converge, it does so slowly. In particular, the convergence rate is proportional to $\sqrt{1/N}$ [87] or in other words, in order to reduce the error by one half, four times as many samples are required. Various techniques are available to improve the convergence rate and hence reduce the variance between the actual and approximated integral values. A common technique is importance sampling where essentially, the samples are concentrated on important portions of the function [87]. Another variance reduction technique is stratified sampling where in its simplest form the domain of the original function is divided into $N$ non-overlapping sub-domains. At least one of the samples is chosen from each of the sub-domains, thus ensuring all samples are taken from across the domain rather than potentially, from a small region of the domain. Although the convergence rate of Monte Carlo methods is slow, their convergence is independent of dimension and therefore Monte Carlo methods are preferable for approximating multi-dimensional integrals [173].

The field of stochastic sampling in general and Monte-Carlo methods in particular, is large and far more complex than the brief overview presented here. The interested reader is referred to the many general references regarding Monte Carlo methods, including [87, 157] and references describing Monte-Carlo methods for the use of light transport can be found in [173, 184].

### B.1.1 The Russian Roulette Approach

Russian roulette is an importance sampling technique used to increase the efficiency of an estimator [173]. It was initially introduced to the field of particle physics simulation [72] to terminate random paths whose contributions were estimated to be small or in other words, to terminate paths that have
entered “non-important” regions of the domain [184]. Arvo and Kirk [7] introduced Russian roulette to the field of computer graphics by incorporating it into their stochastic ray tracing method as a means of terminating recursive rays. Russian roulette ensures that the path length (reflection count) is kept at a manageable size yet due to its probabilistic nature, allows for paths of an arbitrary size to be explored. With respect to image synthesis, this allows for the generation of an unbiased image.

Mathematically, given an integral \( I = \int f(x)dx \), an estimator \( I_m \) for the integral \( I \) and an acceptance probability \( P \), with Russian roulette, a uniform random number \( \xi \in [0\ldots1] \) is introduced to determine whether the estimator \( I_m \) is to be evaluated or not. The Russian roulette estimate \( I_r \) can then be made as follows [84]

\[
I_r = \begin{cases} 
   I_m / P & \text{if } \xi < P \\
   0 & \text{otherwise.} 
\end{cases}
\] (B.4)

The resulting Russian roulette estimate \( I_r \) is unbiased [84]. In other words, its expected value equals the expected value of the integral \( I \), hence, the accuracy of the Russian roulette estimate can be increased (and thus the variance reduced) by increasing the number of samples. Despite the unavoidable increase in variance in comparison to the original estimator \( I_m \), under the assumption that the probability \( P \) can be computed quicker than the estimate provided by \( I_m \), the Russian roulette estimate \( I_r \) can be computed faster than \( I_m \) [173]. In other words, at the cost of higher variance, the efficiency of the estimator is increased.
Appendix C

The Huygens-Fresnel Principle

In this appendix, a detailed mathematical derivation of the Huygens-Fresnel principle following the derivation given by Hecht [79] is presented. Two additional derivations (“finding the position of a secondary source in a Fresnel zone” in Section C.2 and “sampling positions within a Fresnel zone” in Section C.3) relevant to the Huygens-Fresnel principal and developed by the author specifically for this dissertation are also included in this appendix.

C.1 Mathematical Details

Huygens’ principle, developed by Christian Huygens in 1678, is based on the wave theory of light. Referring to Figure C.1, Huygens’ principle states that every point on the primary wavefront can be thought of as a continuous emitter of secondary wavelets (sources) and these secondary wavelets combine to produce a new wavefront in the direction of propagation [198]. Huygens’ principle is itself not completely correct since, if each of the secondary wavelets were emitted uniformly in all directions then, in addition to the forward propagating wavefront, a wavefront propagating in the reverse direction would also be observed when in fact it is not. As inferred by Fresnel and later formulated by Kirchoff, these secondary wavelets are emitted in a direction dependent manner based on an obliquity or inclination factor $K(\theta)$ [79]

$$K(\theta) = \frac{1}{2} (1 + \cos(\theta))$$ (C.1)

where, as illustrated in Figure C.1, $\theta$ is the angle made with the normal to the direction of propagation of the primary wavefront. Huygens’ principle and Fresnel’s modification are collectively known as the Huygens-Fresnel principle and can describe various diffraction configurations in a simple manner [79].
Figure C.1: Huygens' principle. Every point on the primary wavefront can be thought of as a continuous emitter of secondary wavelets (sources) and these secondary wavelets combine to produce a new wavefront in the direction of propagation.

Referring to Figure C.2, consider a sound source (S) and receiver (R) in free space (e.g., no obstacles between them). Having originated at S at time $t = 0$ with an amplitude $E_0$, at a time $t'$ later the wave will have propagated a distance $\rho$ and its amplitude will be $E_0/\rho$. The wavefront at time $t'$ can be described as

$$E = \frac{E_0}{\rho} \cos(\omega t' - k\rho)$$  \hspace{1cm} (C.2)

where, $\omega = 2\pi f$ is the angular frequency and $k = 2\pi\lambda$ is the wave-number ($\lambda$ represents wavelength). This expanding wavefront can be divided into a number of ring-like regions, collectively known as Fresnel zones [79]. The boundary of the $i^{th}$ Fresnel zone corresponds to the intersection of the wavefront with a sphere of radius $r_o + i\lambda/2$ centered at the receiver where, $r_o$ is equal to the distance between the receiver and the expanding wavefront after the expanding wavefront has traversed a distance of $\rho$ from the sound source. In other words, the distance from the receiver to each adjacent zone differs by half a wavelength ($\lambda/2$).

Each Fresnel zone is finite in extent and as illustrated in Figure C.3, a differential ring-shaped area $dS$ can be defined within a zone. The secondary sources (wavelets) within $dS$ are coherent and are assumed to emit in phase with the primary wave. The secondary sources travel a distance $r$ to reach the receiver at a time $t$, all of them arriving there with the same phase $\omega t - k(\rho + r)$. The strength of the secondary sources per unit area on $dS$, denoted by $E_A$, is proportional to $E_0/\rho$ within a constant factor $Q$ (e.g., $E_A = QE_0/\rho$, where $Q = 1/\lambda$) [79].

The energy $dE$ reaching the receiver from all the secondary sources on $dS$ is
Figure C.2: Fresnel zones.

Figure C.3: Fresnel zone geometry.
given as

\[ dE = K(\theta) \frac{E_A}{r} \cos[\omega t - k(\rho + r)]dS \]  \hspace{1cm} (C.3)
leading to

\[ E_i = (-1)^{i+1} \frac{2K_i(\theta)E_A \rho \lambda}{(\rho + r_o)} \sin[\omega t - k(\rho + r_o)]. \]  \( \text{(C.11)} \)

The distance between adjacent zones differs by \( \lambda / 2 \) and therefore, according to Equation \( \text{(C.11)} \), depending on whether \( i \) is even or odd, the energy term will be positive or negative respectively. As a result, the energy reaching the receiver from adjacent zones will be out of phase by one half of a wavelength and thus cancel each other. The total energy \( E_{total} \) reaching the receiver from the sound source is determined by accumulating the energy from each of the \( m \) zones

\[ E_{total} = E_1 + E_2 + E_3 + \cdots + E_m. \]  \( \text{(C.12)} \)

Since the sign of the energy of each zone alternates, Equation \( \text{(C.12)} \) can be reformulated as

\[ E_{total} = |E_1| - |E_2| + |E_3| - \cdots \pm |E_m|. \]  \( \text{(C.13)} \)

When \( m \) is odd, Equation \( \text{(C.13)} \) can be expressed as

\[ E_{total} = \frac{|E_1|}{2} + \left( \frac{|E_1|}{2} - |E_2| + \frac{|E_3|}{2} \right) + \left( \frac{|E_3|}{2} - |E_4| + \frac{|E_5|}{2} \right) + \cdots \]  \( \text{(C.14)} \)

and when \( m \) is even, Equation \( \text{(C.13)} \) can be expressed as

\[ E_{total} = \frac{|E_1|}{2} - \frac{|E_2|}{2} - \left( \frac{|E_2|}{2} - |E_3| + \frac{|E_4|}{2} \right) - \left( \frac{|E_4|}{2} - |E_5| + \frac{|E_6|}{2} \right) + \cdots \]  \( \text{(C.15)} \)

There are now two cases to consider with respect to \( E_i \) and its two neighbors \( E_{i-1} \) and \( E_{i+1} \): \( E_i \) is either greater than or less than the arithmetic mean of its two neighbors. When it is less e.g., when
\[ |E_i| > \frac{|E_{i-1} + E_{i+1}|}{2}, \quad \text{(C.16)} \]

then each of the terms in the brackets is negative and therefore, from Equation C.15

\[ E_{\text{total}} < \frac{|E_1|}{2} + \frac{|E_m|}{2} \quad \text{(C.17)} \]

and from Equation C.16

\[ E_{\text{total}} > |E_1| - \frac{|E_2|}{2} + \frac{|E_{m-1}|}{2} + |E_m|. \quad \text{(C.18)} \]

The variation between adjacent zones can be ignored given that the obliquity factor \( K(\theta) \) goes from 0 to 1 over large number of zones. For the same reason, Equation C.18 above is given as

\[ E > \frac{|E_1|}{2} + \frac{|E_m|}{2}. \quad \text{(C.19)} \]

Considering Equations C.17 and C.19, \( E_{\text{total}} \) can be approximated as

\[ E_{\text{total}} \approx \frac{|E_1|}{2} + \frac{|E_m|}{2}. \quad \text{(C.20)} \]

Similarly, the same conclusion can be drawn when

\[ |E_i| < \frac{|E_{i-1}| + |E_{i+1}|}{2}. \quad \text{(C.21)} \]

Referring back to Equation C.13 when \( m \) of the last term \( |E_m| \) is even, the same approach as above results in

\[ E_{\text{total}} \approx \frac{|E_1|}{2} - \frac{|E_m|}{2}. \quad \text{(C.22)} \]

According to Fresnel, the obliquity factor \( K(\theta) \) was such that the last Fresnel zone occurs at \( \theta = 90^\circ \). In other words,

\[ K(\theta) = 0 \text{ for } \pi/2 \leq \theta \leq \pi \quad \text{(C.23)} \]

and therefore, it can be deduced that the disturbance generated by the entire unobstructed wavefront is approximately equal to one half of the contribution of the first zone [79]. Mathematically,
when \( |E_m| \) reduces to zero since \( K_m(\pi/2) = 0 \) (when considering Fresnel's initial formulation).

Fresnel's original obliquity factor formulation was later revised by Kirchoff with the introduction of Kirchoff's *correct obliquity factor* that was similar to Fresnel's formulation except it divides the entire spherical wavefront into zones (e.g., \( \theta = 180^\circ \) in contrast to Fresnel who considered only half the spherical wavefront (e.g., \( \theta = 90^\circ \)). When considering Kirchoff's “correct” obliquity factor, the obliquity factor corresponding to the last \((m^{th})\) zone is equal to zero (e.g., \( K_m(\pi) = 0 \)) and therefore \( |E_m| = 0 \) also resulting in \( E_{total} \approx |E_1|/2 \).

\[
E_{total} \approx \frac{|E_1|}{2} \quad \text{(C.24)}
\]

C.2 Finding the Position of a Secondary Source Within a Fresnel Zone

The distance between secondary sources in adjacent zones (e.g., between zones \( Z_1 \) and \( Z_2 \)) is \( \lambda/2 \). Referring to Figure C.3 and to the original Huygens-Fresnel geometry, Equation C.5 provides an expression for \( r^2 \), where \( r \) is the distance between the receiver and the secondary source in a particular Fresnel zone. By rearranging Equation C.5, an expression for \( \phi \), the angle between the line connecting the sound source and receiver and the line from the sound source to the secondary source, can be determined

\[
\cos \phi = \frac{r^2 - \rho^2 + (\rho + r_\circ)^2}{-2\rho(\rho + r_\circ)}.
\]

\[
\text{(C.25)}
\]

Equation C.6 from the original Huygens-Fresnel geometry provides an expression for the value of \( 2rdr \) (e.g., \( 2rdr = 2\rho(\rho + r_\circ)\sin \phi d\phi \)), where \( dr \) is the difference in distance between the receiver and the secondary sources between adjacent differential areas \( dS \). Since a particular Fresnel zone is comprised of several differential areas, the value of \( dr \) is not necessarily equal to \( \lambda/2 \). However, here \( dr \) is set to a value of \( \lambda/2 \) thus representing an adjacent Fresnel zone as opposed to an adjacent differential area within a zone. With the values of both \( dr \) and \( \phi \), by rearranging Equation C.6, an expression for \( d\phi \) is obtained

\[
d\phi = \frac{2rdr}{2\rho(\rho + r_\circ)\sin \phi}.
\]

\[
\text{(C.26)}
\]

Referring to Figure C.3, since the elevation angle \( \theta \) and the radius of the initial
wavefront \( \rho \) remain constant, the position of a secondary source in the adjacent zone can now be determined by solving for each of its \( x, y, z \) coordinates using the equations for the Cartesian coordinates (see Figure C.4) of the sphere along with the previously computed value of \( d\phi \)

\[
\begin{align*}
  x &= x_s + (\rho \sin(\theta) \sin(\phi + d\phi)) \\
  y &= y_s + (\rho \sin(\theta) \cos(\phi + d\phi)) \\
  z &= z_s + (\rho \cos(\theta)).
\end{align*}
\] (C.27, C.28, C.29)

Figure C.5 provides a graphical illustration of the sampling of a secondary source in each Fresnel zones for a 63Hz sound source.

C.3 Sampling Positions Within a Fresnel Zone

Given the position of a secondary sources within the \( i^{th} \) Fresnel zone (denoted by \( p_i \)), other positions within the zone can be uniformly sampled (e.g., equal spacing between sampled positions). Since position \( p_i \) is known, its vertical and horizontal angles \( (\phi_p, \theta_p) \) respectively relative to the sound source are given as

---

1Positions can also be sampled following other, non-uniform distributions as well although in this dissertation, only uniform sampling is considered.
Figure C.5: Sampling a secondary source within a particular Fresnel zone considering a 63Hz sound source.

\[ \phi_p = \cos^{-1}\left(\frac{y_p - y_s}{\rho}\right), \quad \theta_p = \tan^{-1}\left(\frac{x_p - x_s}{z_p - z_s}\right). \]  
\hspace{10cm} (C.30)

The uniform sampling of the \(i^{th}\) Fresnel zone is accomplished in several steps. Initially, samples along a “ring” of constant vertical angle \(\phi = \phi_p\) are obtained while varying the horizontal angle \(\theta\) from \(0^\circ\) to \(360^\circ\) in constant intervals (see Figure C.6(a)). The angular resolution between each sample along this ring of constant \(\phi\) (denoted by \(\theta_{\text{res}}\)) is dependent on the total number of samples considered

\[ \theta_{\text{res}} = \frac{2\pi}{N_{\text{vis}}}. \]  
\hspace{10cm} (C.31)

Positions along the ring of constant \(\phi\) are sampled as follows

\[ x = x_s + (\rho \sin(\theta) \sin(\pi - \phi_p)) \]  
\hspace{10cm} (C.32)

\[ y = y_s + (\rho \sin(\theta) \cos(\pi - \phi_p)) \]  
\hspace{10cm} (C.33)

\[ z = z_s + (\rho \cos(\pi - \phi_p)) \]  
\hspace{10cm} (C.34)

and before sampling each additional position, \(\theta\) is incremented by \(\theta_{\text{res}}\). Once a position along the ring of constant \(\phi\) is determined two rotations are performed in order to move the sampled position to the \(i^{th}\) Fresnel zone. The first rotation rotates the sampled position about the z-axis by an angle equal to \(-\phi_s/2\) (where, \(\phi_s\) is the vertical angle of the secondary source position in the \(i^{th}\) Fresnel zone),
Figure C.6: Uniformly sampling positions within a Fresnel zone. (a) A “ring” of samples of constant vertical angle \( \phi \). (b) The “ring” is rotated about the z-axis by and amount equal to \(-\pi_s/2\) (where, \(-\pi_s/2\) is the is the secondary source vertical angle). (c) The “ring” is rotated again but this time about the y-axis by an amount equal to \(- (\pi/2 - \theta_{\text{rec}})\) (where \(\theta_{\text{rec}}\) is the horizontal angle between the receiver and the sound source). thus moving the sampled position to a “new” position \(p_{rz}\) (see Figure C.6(b)). The second rotation rotates \(p_{rz}\) about the y-axis by an angle equal to \(- (\pi/2 - \theta_{\text{receiver}})\) (where \(\theta_{\text{receiver}}\) is the horizontal angle between the receiver and the sound source), thus moving \(p_{rz}\) to the \(i^{th}\) Fresnel zone (see Figure C.6(c)).
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